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Abstract. In these experiments, the effects of polysemy were examined as a function of
word frequency for Japanese katakana words, words which have consistent character-to-sound
correspondences. In the lexical decision task, an additive relationship was observed between
polysemy and frequency (i.e., polysemy effects were identical for high and low frequency
katakana words). In the naming task, although no word frequency effect was observed, there
was a significant polysemy effect which, as in the lexical decision task, was identical for high
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polysemy and frequency effects in lexical decision and naming tasks are discussed.

Key words: Lexical decision and naming of katakana words, Polysemy and frequency effects,
Lexical-selection accounts, Dual-route and PDP framework

C.K. Leong & K. Tamaoka (eds.), Cognitive Processing of the Chinese
and the Japanese Languages, pp. [241–270]
© 1998Kluwer Academic Publishers. Printed in the Netherlands.

Introduction

In reading research, much attention has been paid to the issue of how word
meanings are derived from the processing of visual input. For example, one
of the main questions that this research has addressed is whether the retrieval
of word meanings is accomplished directly from orthography or is mediated
by phonology (or both). A second question, and one that is more central to the
present investigation, is how semantic factors might guide reading processes,
for example, whether semantic variables affect the process of selecting a
lexical representation or whether semantic variables guide the process of
phonological coding. To address these issues, the effects of semantic variables
have been examined in a number of studies using isolated word recognition
tasks.

In fact, significant effects of semantic variables have been reported in
a variety of word recognition tasks (e.g., Fera, Joordens, Balota, Ferraro
& Besner 1992; Hino & Lupker 1996; James 1975; Jastrzembski 1981;
Jastrzembski & Stanners 1975; Kellas, Ferraro & Simpson 1988; Millis &
Buttons 1989; Rubenstein, Garfield & Millikan 1970; Rubenstein, Lewis &
Rubenstein 1971; Strain, Patterson & Seidenberg 1995; for a review see also
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Balota, Ferraro & Connor 1991). For example, imageability effects have been
found in both lexical decision (e.g., James 1975) and naming tasks (Strain et
al. 1995) due to the fact that more imageable words (e.g.,COMB, PEAR) are
responded to faster than less imageable words (e.g.,CASTE, WARN). More
relevant to the present discussion, there are now a number of studies showing
that polysemy (number of meanings) affects lexical decision performance. In
particular, the typical result has been that lexical decision latencies are shorter
for words with multiple meanings (e.g.,LEAN, RIGHT) than for words with
fewer meanings (e.g.,TENT, SMALL) (e.g., Borowsky & Masson 1996; Hino
& Lupker 1996; Jastrzembski 1981; Jastrzembski & Stanners 1975; Kellas
et al. 1988; Millis & Buttons 1989; Rubenstein et al. 1970; Rubenstein et
al. 1971; but for criticisms see Clark 1973; Forster & Bednall 1976; Gerns-
bacher 1984). More recently, some researchers have also reported significant
polysemy effects in naming tasks (e.g., Fera et al. 1992; Hino & Lupker
1996), although others have failed to observe these effects (e.g., Borowsky
& Masson 1996; Chumbley & Balota 1984).

On the basis of these results, Balota et al. (1991) suggested that semantic
variables such as polysemy and imageability do affect the lexical-selection
process which is common to these word recognition tasks. Balota et al.’s
specific account was based on the interactive-activation model (McClelland &
Rumelhart 1981; Rumelhart & McClelland 1982). According to this model,
each word-level unit has a resting activation level that is a direct function
of word frequency. When a stimulus is presented, each unit’s activation
increases in direct proportion to how similar the stimulus is to the word for
that unit. A lexical unit is ultimately selected when that unit is activated over
its threshold. Since the word-level units are also connected to meaning-level
units via bi-directional links, Balota et al. assumed that the partial activation
of word-level units sends activation signals up to meaning-level units before
a word-level unit reaches the threshold. The activated meaning-level units
would then send activation signals back down to the word-level units. As
a consequence, the lexical-selection process would be facilitated due to the
feedback of activation from meaning-level units.

In addition, Balota et al. also assumed that polysemous words correspond
to multiple units at the meaning-level, whereas nonpolysemous words cor-
respond to a single meaning-level unit. Since polysemous words activate
multiple meaning-level units, the feedback of activation from meaning-
level to word-level units would be greater for polysemous words than for
nonpolysemous words. Thus, lexical selection would be facilitated by seman-
tic feedback more for polysemous words than for nonpolysemous words,
producing the observed polysemy effects.
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According to Balota et al.’s model, then, polysemous words are assumed
to be represented by a single lexical-level unit which is connected to multiple
meaning-level units. As Balota and Paul (1996) have suggested, however,
it would also be possible to assume that a polysemous word is represented
by multiple lexical-level units. In fact, in order to account for the poly-
semy effects in their lexical decision experiments, Rubenstein and colleagues
(1970, 1971) and Jastrzembski (1981) assumed that there were multiple
lexical units for polysemous words.

Rubenstein and colleagues (1970, 1971) assumed that lexical selection
consists of two sub-processes. The first is a marking process in which a set of
lexical units is marked based on the nature of the visual input. In this process,
lexical units are assumed to have a higher probability of being marked if
those units correspond to higher frequency words. Since the marked units
are evaluated first, the word frequency effect can be explained as being due
to this marking process. The marked units are then randomly compared with
visual inputs in the second sub-process. A single lexical unit is finally selected
when a match is found during the comparison process. Since Rubenstein and
colleagues assumed that each meaning corresponds to a lexical unit, polyse-
mous words are represented by more lexical units than nonpolysemous words.
Thus, when the comparison process randomly selects from among the marked
units, the probability of selecting any one of the units for polysemous words
should be greater than that for words with fewer units. As a consequence,
this comparison process would, on average, be completed more rapidly for
polysemous words.

Jastrzembski’s (1981) account of polysemy effects was based on the
logogen model (Morton 1969). Like Rubenstein and colleagues, Jastrzembski
also assumed that polysemous words are represented by multiple lexical units
(i.e., logogens), with different logogens corresponding to different meanings.
According to this model, a word is recognized whenever a logogen’s activa-
tion threshold is exceeded. Because polysemous words would activate more
logogens than nonpolysemous words, the probability of any one of these
logogens reaching threshold by a given point in time would be greater than
the probability of a single logogen reaching threshold by that same point
in time. Thus, polysemous words should be responded to more rapidly than
nonpolysemous words.

Since lexical decision tasks specifically require that participants determine
whether a presented letter string has a lexical unit, it has been assumed that
‘word’ decisions are made when a lexical unit (logogen) is selected (e.g.,
Coltheart 1978; Coltheart, Curtis, Atkins & Haller 1993). Working on this
assumption, therefore, these models predict different relationships between
word frequency and polysemy in a lexical decision task. That is, accord-
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ing to the model of Rubenstein and colleagues, the word frequency effect
is assumed to be due to the marking process, whereas the polysemy effect
is assumed to be due to the comparison process. Consequently, because
different sub-processes are responsible for producing word frequency and
polysemy effects, this model would predict an additive relationship between
word frequency and polysemy in lexical decision tasks (which is what
Rubenstein et al. observed). On the other hand, Balota et al.’s model and
Jastrzembski’s model both assume that word frequency and polysemy effects
are due to the process of selecting a lexical unit and that lexical selection is a
unitary process. Thus, according to additive factors’ logic (Sternberg 1969),
these models would instead predict an interactive relationship between word
frequency and polysemy (which is what Jastrzembski observed).

Note also that all these models share the assumption that both word fre-
quency and polysemy effects are due to the lexical-selection process. Thus,
word frequency and polysemy are both assumed to affect task performance
whenever the task involves the lexical-selection process. Further, as Balota
and Chumbley (1984) noted, the size of the effects that either of these vari-
ables produce should be identical across tasks if two things are true (a) the
variable does not affect any process other than lexical selection, and (b) the
lexical-selection process is a necessary component of the tasks. Therefore,
based on the fact that, in their experiments, the word frequency effect was
larger in lexical decision than in naming, Balota and Chumbley concluded
that the frequency effect in lexical decision was not only due to lexical
selection but was also due to postlexical decision-making processes.

As pointed out by other researchers working within the dual-route
framework (e.g., Monsell 1991; Monsell, Doyle & Haggard 1989; Paap,
McDonald, Schvaneveldt & Noel 1987), however, a prediction of equal size
effects in the naming and lexical decision tasks would not necessarily follow
since it is not the case that the lexical-selection process is a necessary com-
ponent in the naming task. According to dual-route models (e.g., Coltheart
1978; Monsell 1991; Monsell et al. 1989; Paap et al. 1987), there are at least
two independent parallel phonological coding pathways or ‘routes’ used in
naming. The first does involve selection of the appropriate lexical unit (based
on an analysis of the word’s orthographic representation), which is then fol-
lowed by the essentially holistic retrieval of a phonological code (the ‘lexical
route’). The second pathway, however, does not involve the lexical-selection
process. Here, phonological codes are generated from subword-level ortho-
graphic codes by applying spelling-to-sound correspondence rules. That is,
phonological coding is accomplished based on graphemic codes (or larger
orthographic units) by computing the corresponding phonemes and then
assembling them to produce a phonological code (the ‘nonlexical route’).
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To the extent that the nonlexical route rather than the lexical route drives
responding in a naming task, lexical-selection effects should be smaller in
that task. More specifically, as Paap et al. (1987) and Monsell and colleagues
(Monsell 1991; Monsell et al. 1989) suggest, one place where the nonlexical
route will have a major impact is in naming low frequency regular words. That
is, these words are presumed to be processed slowly enough on the lexical
route that the phonological code resulting from processing on the nonlexical
route should often become available first. As such, for low frequency regular
words, the nonlexical route rather than the lexical route will drive responding
on a reasonable proportion of trials. High frequency regular words, on the
other hand, are presumed to be processed rapidly enough on the lexical route
that the lexical-selection process will nearly always be involved in producing
a phonological code. In contrast, in the lexical decision task, it is assumed that
the lexical-selection process will be involved in all trials for all types of words
because, in order to ensure that the stimulus truly is a word, it is essential that
a corresponding lexical unit be located (e.g., Coltheart 1978; Coltheart et al.
1993).

In essence then, Balota and Chumbley’s (1984) suggestion about equal
size effects in naming and lexical decision tasks would apply only to words
which cannot be pronounced via the nonlexical route (i.e., irregular words).
Words that can be named via the nonlexical route (i.e., regular words) would
be expected to show a smaller frequency effect in the naming task which is,
in fact, what is typically reported (e.g., Balota & Chumbley 1984; Brown,
Lupker & Colombo 1994; Frost, Katz & Bentin 1987; Forster & Chambers
1973; Hino & Lupker (in press); Monsell 1991; Monsell et al. 1989).

More importantly for present purposes, what this analysis also suggests is
that the sizes of other lexical-selection effects (e.g., the effects of semantic
variables) in naming tasks should be modulated by word frequency. That is,
according to Monsell and colleagues, the naming of higher frequency words
would be mainly controlled by the lexical route because that route will pro-
duce a phonological code quite rapidly for those words. Consequently, any
semantic effects for higher frequency words (regular or irregular) should be
similar in naming and lexical decision tasks. On the other hand, because the
contribution of the nonlexical route to the naming of lower frequency regular
words is substantial, any semantic effects for these words would be diluted
and, thus, semantic effect sizes should be smaller in naming than in lexical
decision.

The purpose of the present studies was to provide another evaluation of
whether semantic variables really do affect the lexical-selection process and
to evaluate those predictions made by the dual-route framework. In particu-
lar, we examined the effects of polysemy, as a function of word frequency,
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using a very regular orthography (Japanese katakana) in a lexical decision
task (Experiment 1) and in a naming task (Experiment 2).

Because each katakana character corresponds to a single syllable (mora),
katakana is considered to be a shallow orthography which has virtually no
spelling-to-sound irregularities. Thus, in terms of the dual-route model, the
nonlexical route would be able to produce correct phonological codes for all
these words. As noted, according to Balota and Chumbley’s arguments, if
both word frequency and polysemy effects are due to lexical selection, both
of these effects should not vary in size across tasks in which lexical selec-
tion is fully involved. Our use of a completely regular orthography, however,
changes those predictions. First of all, with respect to word frequency effects,
the cross-task equivalence would not be expected because, as noted, a dual-
route analysis suggests that low frequency words often do not require lexical
selection. Thus, the expectation is that there would be a smaller frequency
effect in naming than in lexical decision. More importantly, with respect to
polysemy effects, the cross-task equivalence should hold for high frequency
words because, for these words, the lexical route generates phonological
codes much faster than the nonlexical route, meaning that the contribution of
the nonlexical route to performance in the naming task would be minimal. For
low frequency katakana words, however, the expectation would be that the
polysemy effect should be smaller in naming than in lexical decision because
of the large contribution of the nonlexical route in naming.

Experiment 1

Participants. Twenty-four undergraduate students from Chukyo University
participated in this experiment for course credit. All were native Japanese
speakers and had normal or corrected-to-normal vision.

Stimuli. One hundred and eighty katakana words, all between two and four
characters in length, were selected from the ‘table of loan words listed in
order of their frequencies’ in National Language Research Institute (1971).
Half of these words were of high frequency, with frequency counts greater
than 10 per three million. The remainder of the stimuli were low frequency
words, with frequency counts of less than 10 per three million.

Experiential familiarity ratings were obtained to further quantify the nor-
mative frequency differences between the high and low frequency words. A
separate group of twenty-eight participants was asked to rate the familiarity
of each of the 180 words. The 180 words were randomly ordered and listed in
a questionnaire, and each word was accompanied by a seven-point scale with
labels ranging from ‘very unfamiliar’ (1) to ‘very familiar’ (7). Participants
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were asked to rate their experiential familiarity with the word by circling the
appropriate number on the scale.

A different group of twenty-eight participants was asked to rate the
number of meanings associated with these words. The procedure used for
collecting these ratings was identical to that used by Kellas et al. (1988) and
Hino and Lupker (1996). The 180 katakana words were randomly ordered
and listed in a questionnaire together with 45 katakana nonwords. Each item
was accompanied by a three-point scale ranging from 0 to 2. The participants
were asked to decide whether the item had ‘no meaning’ (0), ‘one meaning’
(1), or ‘more than one meaning’ (2), by circling the appropriate number on
the scale.

Based on the number-of-meanings ratings, 32 polysemous and 32 non-
polysemous words were selected for use in this experiment. Each of the 32
polysemous words had a mean number-of-meanings rating of 1.5 or greater.
The ratings for the 32 nonpolysemous words were all less than 1.25. Half
of the polysemous and nonpolysemous words were high frequency words,
and the remainder were low frequency words. Thus, four word conditions
were created by crossing two factors, Polysemy (polysemous vs nonpolyse-
mous) and Frequency (high vs low). Word frequency and familiarity ratings
were matched closely between the two high frequency word conditions and
between the two low frequency word conditions. Word length, the number of
syllables (moras), and orthographic neighborhood size (Coltheart, Davelaar,
Jonasson & Besner 1977)1 were also matched as closely as possible across
the four conditions.

In order to assure that the four word conditions had been created prop-
erly, 2 (Polysemy)× 2 (Frequency) analyses of variance (ANOVAs) were
conducted on the relevant measures: word frequency, familiarity ratings, the
number-of-meanings ratings, word length, syllabic length, and orthographic
neighborhood size. For word frequency, the main effect of Frequency was
the only significant effect [F(1, 60) = 30.22; MSe = 666.12;p < 0.001].
Neither the main effect of Polysemy [F(1, 60) = 0.11, MSe = 666.12] nor
the interaction between Frequency and Polysemy [F(1, 60) = 0.13, MSe =
666.12] was significant. Similar results were observed for the familiarity rat-
ings [Frequency: F(1, 60) = 6.33; MSe = 0.547;p < 0.025; Polysemy: F(1,
60) = 0.00; MSe = 0.547; Interaction: F(1, 60) = 0.08; MSe = 0.547]. For
the number-of-meanings ratings, the main effect of Polysemy was significant
[F(1, 60) = 860.36; MSe = 0.01,p < 0.001], however, neither the main effect
of Frequency [F(1, 60) = 1.29; MSe = 0.01] and the interaction between
Frequency and Polysemy [F(1, 60) = 0.12, MSe = 0.01] was significant.
No significant effects were detected in the analyses of word length, syllabic
length, and orthographic neighborhood size (all Fs < 0.08).
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Table 1. Mean word frequency, word length, syllabic length, orthographic neighborhood
size (ONS), experiential familiarity rating (FAM), and number-of-meanings rating (NOM)
for the word stimuli used in Experiments 1, 2 and 3

Condition Word Word Syllabic N

Frequency/Polysemy frequency length length ONS FAM NOM

Low/Polysemous 3.00 3.25 3.25 3.88 4.44 1.74

Low/Nonpolysemous 3.25 3.19 3.19 3.56 4.37 1.05

High/Polysemous 40.81 3.19 3.19 3.69 4.85 1.77

High/Nonpolysemous 36.38 3.19 3.19 3.50 4.89 1.07

Note: The Mean NOM Rating for the 45 nonwords was 0.018.

The 64 katakana words are listed in the Appendix. The statistical charac-
teristics of these words are given in Table 1.

In addition to the 64 katakana words, 16 filler katakana words and
80 katakana nonwords were also included in the stimulus list. The katakana
nonwords were created by replacing one katakana character from actual
katakana words. The string lengths and syllabic lengths for the katakana
nonwords were matched with those for the 80 (64 experimental + 16 filler)
katakana words. The mean string length and syllabic length were both 3.2,
ranging from 2 to 4.

Procedure. Participants were tested individually in a normally-lit room.
Participants were asked to make word/nonword discriminations to stimuli
appearing on a video monitor (NEC, PC–TV455) by pressing either the
‘word’ or ‘nonword’ key on the computer keyboard. The two keys which
flank the space-bar were used as the ‘word’ and ‘nonword’ keys (‘XFER’ and
‘NFER’ keys on the NEC Japanese keyboard). Participants were encouraged
to respond as quickly and as accurately as possible. Lexical decision latencies
and errors were automatically recorded by the computer (NEC, PC–9801FA).

Each trial was initiated with a 50 msec 400 Hz beep signal. Following
the beep, a fixation point appeared at the center of the video monitor. One
second after the onset of the fixation point, a stimulus was presented above it.
The fixation point and the stimulus were presented in white on a black back-
ground. Participants were seated in front of the video monitor at a distance
of about 50 cm and were asked to respond to the stimulus by pressing either
the word or nonword key on the keyboard. The ‘word’ response was made
using the participant’s dominant hand. The participant’s response terminated
the presentation of the stimulus and the fixation point.

Sixteen practice trials (involving stimuli not used in the experiment
proper) were given prior to the 160 experimental trials. During the practice
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Table 2. Mean lexical decision latencies in milliseconds and error rates in percent in
Experiment 1

Word frequency

Polysemy Low High RT difference

Polysemous 573 (3.65) 538 (0.52) +35

Nonpolysemous 598 (11.20) 567 (5.99) +31

RT difference +25 +29

Note: Error rates appear in parentheses. Mean lexical decision latency and error rate for
nonwords were 662 ms and 7.55% respectively.

trials, participants were informed about their lexical decision latency and
accuracy after each trial. No feedback was given during the experimental
trials. The order of stimulus presentation for the experimental trials was
randomized separately for each participant. The intertrial interval was two
seconds.

Results

Lexical decision latencies of less than 250 msec or greater than 1600 msec
were classified as errors and excluded from the latency analyses. A total of
11 data points (0.29%) was excluded in this fashion. Mean lexical decision
latencies for correct responses and mean error rates (based on the 64 exper-
imental word trials) were calculated across individuals and across items
and these means were submitted to separate subjects’ and items’ ANOVAs,
respectively. The mean lexical decision latencies and error rates from the
subjects’ analysis are listed in Table 2.

In the analyses of lexical decision latencies, the main effect of Frequency
was significant both in the subjects’ and items’ analyses [Fs(1, 23) = 28.16;
MSe = 910.25;p < 0.001; Fi(1, 60) = 6.63; MSe = 2916.46;p < 0.025].
Response latencies to high frequency words were an average of 33 msec faster
than response latencies to low frequency words. The main effect of Polysemy
was also significant in both analyses [Fs(1, 23) = 54.55; MSe = 313.41;p <
0.001; Fi(1, 60) = 5.05; MSe = 2916.46;p < 0.05], as response latencies to
polysemous words were an average of 27 msec faster than response latencies
to nonpolysemous words. The interaction between Polysemy and Frequency
was not significant [Fs(1, 23) = 0.19; MSe = 851.12; Fi = 0.07, MSe =
2916.46].

In the analyses of error rates, the main effect of Frequency was significant
in both analyses [Fs(1, 23) = 14.15; MSe = 29.44;p < 0.001; Fi(1, 60) = 7.45;
MSe = 37.29;p < 0.001], reflecting the fact that responses were more accurate
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to high frequency words than to low frequency words. The main effect of
Polysemy was also significant in both analyses [Fs(1, 23) = 54.66; MSe =
18.61;p < 0.001; Fi(1, 60) = 18.18; MSe = 37.29;p < 0.001], as responses
to polysemous words were more accurate than responses to nonpolysemous
words. The interaction between Polysemy and Frequency was not significant
[Fs(1, 23) = 1.84; MSe = 14.15;p > 0.10; Fi(1, 60) = 0.46; MSe = 37.29;p >
0.10].

Discussion

Significant polysemy and frequency effects were obtained for both lexical
decision latencies and error rates in the subjects’ and in the items’ analyses.
Thus, both of these variables clearly affect lexical decisions for katakana
words. In addition, the lack of an interaction between polysemy and fre-
quency suggests that there is an additive relation between these two variables.
That is, polysemy appears to affect high and low frequency words to the same
extent.

The lack of the interaction between Polysemy and Frequency is consistent
with the results of Hino and Lupker (1996) and Rubenstein et al. (1970).
On the other hand, Jastrzembski (1981), who also used a lexical decision
task, reported that polysemy effects were larger for low frequency words than
for high frequency words. As noted by Gernsbacher (1984), however, Jas-
trzembski (1981) did not equate his polysemous and nonpolysemous words
on experiential familiarity. Because a familiarity difference would produce a
larger effect on lexical decision latencies for low frequency words than for
high frequency words, it is quite possible that Jastrezembski’s (1981) results
were due to a lack of control of experiential familiarity.

The additive relationship between Polysemy and Frequency in the present
experiment, as well as those in Hino and Lupker (1996) and Rubenstein et al.
(1970), would seem to be problematic for the models of Balota et al. (1991)
and Jastrzembski (1981). That is, if polysemy and word frequency both affect
the lexical-selection process, as these models claim, one would have expected
an interaction between these factors in a task that is assumed to require lexical
selection, such as lexical decision. Nonetheless, a lexical-selection account
of these two effects can be maintained by assuming either that (a) there are
separate sub-processes that are independently responsible for the two effects
(as suggested by Rubenstein et al. 1970), or (b) even though both factors
affected the lexical-selection process, just by chance, they happened to do so
in an additive fashion.
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Experiment 2

The purpose of Experiment 2 was to provide a further test of the lexical-
selection account by examining its predictions in a naming task. As Balota
and Chumbley (1984) suggest, if a naming task also required completion of
lexical selection, both frequency and polysemy effects should be identical
to those in the lexical decision task. Based on the earlier discussion about
the nature of the naming task, however, we would instead expect that fre-
quency effects for katakana words would be smaller in the naming task than
in the lexical decision task due to the contribution of the nonlexical route.
This is because, in essence, low frequency words gain considerably from the
use of the nonlexical route, whereas high frequency words are processed so
rapidly on the lexical route that the nonlexical route contributes little to their
processing.

More importantly, the additive relationship between Frequency and Pol-
ysemy in Experiment 1 allows us to make a clear prediction with respect to
the polysemy effects that should be observed in Experiment 2. Because the
nonlexical route plays a very small role in naming high frequency words,
the polysemy effect for high frequency words should be very similar to that
observed in Experiment 1. On the other hand, because the nonlexical route
plays a large role in naming low frequency words, one would expect a much
smaller polysemy effect in Experiment 2 than in Experiment 1. The result
should be an interactive relationship between Polysemy and Frequency in
Experiment 2, with the polysemy effect being smaller for low frequency
words.

Participants. Twenty-four undergraduate students from Chukyo University
participated in this experiment for course credit. All were native Japanese
speakers and had normal or corrected-to-normal vision. None had partici-
pated in Experiment 1.

Stimuli. The stimuli were the 80 (64 experimental + 16 filler) katakana words
used in Experiment 1.

Procedure. Word stimuli were presented in the same manner as in Exper-
iment 1. Participants were asked to name words aloud as quickly and as
accurately as possible. Participants’ vocal responses were registered by a
microphone connected to a voice key interfaced to the computer. The partici-
pants’ vocal response terminated the stimulus presentation. Naming latencies
were measured from the onset of a stimulus to the onset of a vocal response.
An experimenter located in a different room monitored the participants’
responses through audio/video monitors and recorded errors during the exper-

[ 251 ]



406 Y. HINO, S. J. LUPKER, C. R. SEARS & T. OGAWA

Table 3. Mean naming latencies in milliseconds and error rates in percent in Experiment 2

Word frequency

Polysemy Low High RT difference

Polysemous 487 (0.80) 484 (1.30) +3

Nonpolysemous 501 (1.32) 503 (1.04) −2

RT difference +14 +19

Note: Error rates are in parentheses.

imental trials. In all other respects the procedure was identical to that of
Experiment 1.

Results

A trial was considered a mechanical error if the participant’s vocal response
failed to trigger the voice key, or some extraneous sound triggered the voice
key. Mechanical errors were excluded from the data analyses. There were 17
(0.89%) mechanical errors in total. In addition, naming latencies of less than
250 msec or more than 1000 msec were classified as errors and excluded
from the analyses of naming latencies. Four additional data points (0.21%)
were excluded in this fashion. Mean naming latencies for correct responses
and mean error rates (based on the 64 experimental word trials) were cal-
culated across individuals and across items and these means were submitted
to separate subjects’ and items’ ANOVAs, respectively. The mean naming
latencies and error rates from the subjects’ analysis are listed in Table 3.

In the analyses of naming latencies, the main effect of Polysemy was sig-
nificant in both the subjects’ [Fs(1, 23) = 28.55; MSe = 225.80;p < 0.001],
and items’ analyses [Fi(1, 60) = 4.53; MSe = 1054.44;p < 0.05]. Naming
latencies for polysemous words were 17 msec faster than those for nonpoly-
semous words. The main effect of Frequency was not significant [Fs(1, 23)
= 0.09; MSe = 315.55; Fi(1, 60) = 0.01; MSe = 1054.44], nor was the inter-
action between Polysemy and Frequency [Fs(1, 23) = 0.86; MSe = 141.42;
Fi(1, 60) = 0.07; MSe = 1054.44]. No effects were significant in the analysis
of error rates (all F’s < 0.60).

Combined analyses (with the lexical decision data from Experiment 1)

To compare the magnitude of the polysemy and frequency effects between the
lexical decision and naming tasks, combined analyses with the experimental
word trial data from Experiment 1 were conducted. Subject and item means
of response latencies and error rates were separately submitted to 2 (Task
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Type: lexical decision task vs naming task)× 2 (Frequency: high vs low)
× 2 (Polysemy: polysemous vs nonpolysemous) ANOVAs. In the subjects’
analyses, Frequency and Polysemy were treated as within-subject factors, and
Task Type was treated as a between-subject factor. In the items’ analyses,
Frequency and Polysemy were between-item factors, and Task Type was a
within-item factor.

In the analyses of response latencies, the main effects of Task Type [Fs(1,
46) = 13.33; MSe = 20413.71;p < 0.001; Fi (1, 60) = 181.87; MSe = 1095.83;
p < 0.001] and Polysemy [Fs(1, 46) = 82.60; MSe = 269.61;p < 0.001; Fi(1,
60) = 6.31; MSe = 2875.07;p < 0.025] were significant. The main effect of
Frequency was significant in the subjects’ analysis [Fs(1, 46) = 22.29; MSe =
612.90;p < 0.001] and marginally significant in the items’ analysis [Fi(1, 60)
= 3.53; MSe = 2875.07;p < 0.07].

The interaction between Frequency and Task Type was significant in both
analyses [Fs(1, 46) = 19.58; MSe = 612.90;p < 0.001; Fi(1, 60) = 8.40; MSe =
1095.83;p < 0.001], reflecting the fact that significant frequency effects were
observed only in the lexical decision task. The interaction between Polysemy
and Task Type was significant in the subjects’ analysis [Fs(1, 46) = 4.72;
MSe = 269.61;p < 0.05], although not in the items’ analysis [Fi(1, 60) =
1.25; MSe = 1095.83;p > 0.10]. Overall, the pattern of data suggests that
polysemy effects are smaller in the naming task than in the lexical decision
task. The interaction between Frequency and Polysemy [Fs(1, 46) = 0.57;
MSe = 496.27; Fi(1, 60) = 0.09; MSe = 2875.07] was not significant, nor
was the three-way interaction between Frequency, Polysemy, and Task Type
[Fs(1, 46) = 0.00; MSe = 496.27; Fi(1, 60) = 0.01; MSe = 1095.83].

In the analyses of error rates, the main effects of Task Type [Fs(1, 46) =
21.58; MSe = 39.67;p < 0.001; Fi(1, 60) = 30.80; MSe = 18.56;p < 0.001],
Polysemy [Fs(1, 46) = 45.26; MSe = 11.69;p < 0.001; Fi(1, 60) = 15.01;
Mse = 23.49;p < 0.001], and Frequency [Fs(1, 46) = 10.98; MSe = 17.96;
p < 0.001; Fi(1, 60) = 5.58; MSe = 23.49;p < 0.025] were significant in both
analyses.

The interactions between Frequency and Task Type [Fs(1, 46) = 12.24;
MSe = 17.96;p < 0.001; Fi(1, 60) = 7.92; MSe = 18.56;p < 0.001] and
between Polysemy and Task Type [Fs(1, 46) = 41.78; MSe = 11.69;p < 0.001;
Fi(1, 60) = 17.54; MSe = 18.56;p < 0.001] were both significant. These
effects mirror the effects in the response latencies analyses. The interaction
between Polysemy and Frequency was not significant [Fs(1, 46) = 2.22; MSe
= 11.09;p > 0.10; Fi(1, 60) = 0.70, MSe = 23.49;p > 0.10], nor was the
three-way interaction between Polysemy, Frequency, and Task Type [Fs(1,
46) = 0.46, MSe = 11.09;p > 0.10; Fi(1, 60) = 0.18; MSe = 18.56;p > 0.10].
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Discussion

There are a number of results of note in Experiment 2. First, significant pol-
ysemy effects were observed in both the subjects’ and items’ analyses. Thus,
polysemy clearly is an important variable in naming as well as in lexical
decision. If one maintains a lexical-selection account of polysemy effects,
this result implies that the lexical route was significantly involved in nam-
ing the words used in Experiment 2. Second, there was no word frequency
effect, which led to the significant Frequency by Task Type interaction in the
combined analyses. In dual-route terms, this implies that the nonlexical route
was often the dominant route for the low frequency words in the naming task,
allowing them to be named as fast as high frequency words. Third, as reflected
by the significant Polysemy by Task Type interaction in the combined analy-
ses of response latencies, polysemy effects were smaller in the naming task
than in the lexical decision task. This result is consistent with the general
idea that the nonlexical route is used on some proportion of the trials in the
naming task. However, this result must be considered within the context of
the final, and most important, result which is that there was no hint that the
Polysemy by Task Type interaction was modulated by Frequency. Looked at
another way, it was quite clear that Polysemy did not interact with Frequency
to any larger degree in naming than in the lexical decision. In both tasks, the
relationship was strictly an additive one. This result is clearly in opposition
to the predictions that were made based on the lexical-selection/dual-route
account.

The existence of a polysemy effect that is additive with frequency in a
naming task is consistent with data reported by Fera et al. (1992). In contrast,
Hino and Lupker (1996) reported that polysemy effects were limited to low
frequency words in their naming experiment. The explanation for this appar-
ent discrepancy can be found in the definition of ‘high frequency’ words used
by the different investigators. In Hino and Lupker’s experiments, the high
frequency words all had normative frequencies greater than 80 per million,
and the low frequency words all had normative frequencies less than 30 per
million, according to the Kucera and Francis (1967) word frequency norms.
In contrast, in the present study, high frequency words were defined as any
that surpassed a normative frequency cutoff of 10 per three million (National
Language Research Institute 1971). This somewhat low cutoff had to be
used because there are almost no truly high frequency polysemous katakana
words. Thus, our frequency manipulation was substantially weaker than Hino
and Lupker’s. The same was true for Fera et al.’s materials. Their frequency
manipulation was based on a high frequency cutoff of 30 per million accord-
ing to the Kucera and Francis norms. Thus, the significant polysemy effect
for high frequency words in the present study and in Fera et al.’s study is
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probably due to the fact that the high frequency words were much lower in
frequency than Hino and Lupker’s high frequency words.

The weakness of our frequency manipulation also explains why we did not
observe a significant frequency effect in Experiment 2. As noted, in general,
frequency effects for words with regular spelling-to-sound correspondences
are typically not very large in naming tasks, even when one is evaluating
the difference between very high and low frequency words. For example,
Frost, Katz, and Bentin (1987) examined the effects of word frequency using
lexical decision and naming tasks for Hebrew, English, and Serbo-Croatian,
and found that although the frequency effects were consistent in the three
languages in lexical decision tasks, there was a noticeable trend for frequency
effects to decrease for shallower orthographies. Monsell (1991) also pointed
out that even in the English language literature, there is a noticeable trend
that frequency effects are small for regular words in naming tasks, a result
that has been replicated many times over the past few years (e.g., Brown
et al. 1994; Paap & Noel 1991). (Note also that in all these instances, the
frequency manipulation used was much stronger than the one we used.) Thus,
it is likely that the lack of a frequency effect in Experiment 2 was due to the
facts that Japanese katakana words possess virtually no character-to-sound
irregularities and that our frequency manipulation was weak.

The complete lack of a frequency effect in the present experiment would
be consistent with Morton and Sasanuma’s (1984) claim that Japanese
katakana strings are named only via the nonlexical route. This claim, how-
ever, seems unlikely to be true, because both Besner and Hildebrandt
(1987) and Hino and Lupker (in press) have reported significant fre-
quency/familiarity effects for katakana-written words in naming tasks. In
particular, using a more substantial frequency manipulation (derived from
word frequency norms that are similar to those used here, National Language
Research Institute 1970),2 Hino and Lupker reported a significant frequency
effect for katakana words. Thus, it is unlikely that katakana words are all
named only via a nonlexical route. Based on the present results, however, it
does appear that lexical influences (and, hence, frequency effects) in naming
tasks start to be evident only when the katakana words are quite high in
frequency.

Experiment 3

The most important aspect of the results of Experiments 1 and 2 is the lack of
a Frequency by Polysemy interaction in both lexical decision and naming
tasks. This finding is quite inconsistent with the explanation of polysemy
effects offered by the lexical-selection/dual-route account (e.g., Balota et al.
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1991; Jastrzembski 1981; Rubenstein et al. 1970, 1971). Before considering
alternative accounts, however, it is necessary to determine whether the present
results are contaminated by any articulation onset differences among the word
conditions. That is, because none of the word conditions were matched on
first phonemes, it is possible that such differences could have contributed
to or even caused the effects that we have attributed to either Frequency or
Polysemy in the naming task.

To determine if these results were contaminated by articulation onset dif-
ferences, in Experiment 3, a delayed naming task was employed with the
identical words used in Experiments 1 and 2. Although significant frequency
effects have been reported by some investigators using the delayed-naming
task (e.g., Balota & Chumbley 1985; Theios & Muise 1977), given the lack
of a frequency effect in Experiment 2, the expectation is that there should be
no significant frequency effect in Experiment 3. The main question, however,
is whether the polysemy effect will also disappear in this task. If so, this
would indicate that the effect observed in the standard naming task is not due
to articulation onset differences.

Participants. Twenty-four undergraduate students from Chukyo University
participated in this experiment for course credit. All were native Japanese
speakers and had normal or corrected-to-normal vision. None had partici-
pated in any of the previous experiments.

Stimuli. The stimuli were the same as used in Experiment 2.

Procedure. Participants were asked to name a word aloud as quickly and as
accurately as possible as soon as the word was surrounded by brackets ([ ]).
The brackets were presented 1500 msec after the onset of the word stimulus.
The participant’s vocal response terminated the stimulus presentation and the
naming latency from the onset of the brackets to the onset of the participant’s
response was recorded. In all other ways, the procedure was identical to that
of Experiment 2.

Results

A trial was considered a mechanical error if the participant’s vocal response
failed to trigger the voice key, or an extraneous sound triggered the voice
key. Mechanical errors were excluded from the data analyses. There were
11 (0.57%) mechanical errors in total. In addition, naming latencies of less
than 50 msec or more than 1000 msec were classified as errors and excluded
from the analyses of naming latencies. Three additional data points (0.16%)
were excluded in this fashion. Mean delayed-naming latencies for correct
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Table 4. Mean delayed naming latencies in milliseconds and error rates in percent in
Experiment 3

Word frequency

Polysemy Low High RT difference

Polysemous 305 (0.52) 310 (1.04) −5

Nonpolysemous 309 (0.78) 311 (0.52) −2

RT difference +4 –1

Note: Error rates are in parentheses.

responses and mean error rates (based on the 64 experimental word trials)
were calculated across individuals and across items and these means were
submitted to separate subjects’ and items’ ANOVA, respectively. The mean
delayed-naming latencies and error rates from the subjects’ analysis are listed
in Table 4.

In the analyses of naming latencies, neither of the main effects nor the
interaction approached significance in either analysis (all F’s < 1.91). The
same was true in the analyses of error rates (all F’s < 0.95).

Discussion

Since neither Polysemy nor Frequency affected delayed naming perfor-
mance, it is unlikely that the results of Experiment 2 were contaminated by
articulation onset differences among word conditions.

General discussion

In the present experiments, we examined the effects of word frequency and
polysemy in lexical decision and naming tasks using Japanese katakana
words in order to evaluate lexical-selection accounts of these effects. As
noted, Balota and Chumbley (1984) suggest that if these effects are due
entirely to the lexical-selection process, then the effect sizes should not vary
across different word recognition tasks if those tasks fully involve the lexical-
selection process. Paap et al. (1987) and Monsell and colleagues (Monsell
1991; Monsell et al. 1989) have suggested, however, that the effect sizes
should be smaller in a naming task than in a lexical decision task (at least
for words with consistent spelling-to-sound correspondences), because non-
lexical phonological coding would dilute lexical-selection effects in a naming
task. Since each katakana character corresponds to a single syllable (mora),
katakana words do have consistent character-to-sound relationships. Thus,
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if word frequency and polysemy effects are both due to the lexical-selection
process, the sizes of these effects were expected to be smaller in a naming task
than in a lexical decision task. This is, in fact, the pattern that we observed.

This argument, however, makes an additional prediction. As stated, the
reason that there is a smaller frequency effect in the naming task is because
the nonlexical route contributes more to the naming of low frequency words
than to the naming of high frequency words. As such, if the polysemy effect
were due to the lexical-selection process, its size in a naming task should
be modulated by word frequency, with there being a smaller effect for low
frequency words than for high frequency words. This is not the pattern that
we observed. Instead, we found that the polysemy effects for high and low
frequency words were equivalent in size in both naming and lexical decision
tasks.

Alternative accounts

Are polysemy effects due to the use of a ‘semantic route’?
One possibility for explaining the present results would be to maintain the
assumption that lexical selection was frequency-sensitive but to drop the
assumption that lexical selection is sensitive to polysemy. For example, in
addition to the lexical and nonlexical routes, some researchers have recently
suggested that a third route, one based on semantically-mediated phonologi-
cal coding (the ‘semantic route’) should be added to the dual-route framework
(e.g., Besner in press; Coltheart et al. 1993). As with the lexical route, the
semantic route also requires lexical selection. However, it differs from the
lexical route in terms of what happens after the appropriate lexical unit has
been selected. According to this idea, once a lexical unit has been selected,
a semantic code is activated, with the phonological code then being retrieved
via this activated semantic code. In this way, semantic effects in naming tasks
can, in theory, be explained without postulating that lexical selection itself
is influenced by semantics. The question then is whether the present results
could be explained in terms of the activity of this route.

In order to explain the results of Experiment 2 in terms of a semantic route,
one must start with the assumption that the reason there are polysemy effects
is because on some proportion of the trials, the semantic route provides the
phonological code before either of the other routes do. In particular, given
the equal sizes of polysemy effects for low and high frequency words, one
would have to assume that this route provided the correct phonological code
more rapidly than the other routes do just as often for high frequency words
as for low frequency words. The lack of a frequency effect could, as before,
be explained in terms of the tradeoff between the other two routes for low
and high frequency words. That is, on most of the remainder of the trials for
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low frequency words, the nonlexical route would be presumed to provide the
correct code. For the high frequency words, the nonlexical route would play
a smaller role, with a larger proportion of the trials for these stimuli involving
the lexical route. Thus, in general, it appears that this type of model would
explain the naming data.

Unfortunately, this type of theorizing does run into a few problems.
For example, Strain et al. (1995) have recently reported that naming laten-
cies were significantly faster for high-imageability words than for low-
imageability words, but only if the words were low frequency irregular words.
These results seem to suggest that the semantic route is actually quite slow
in that it can affect naming latencies only when both of the other routes are
inefficient. As such, it seems unlikely that it could have been fast enough in
the present experiment to have had such a large influence, especially for high
frequency words.

To address this problem, one could make the ad hoc assumption that the
impact of imageability on word naming is weaker than that of polysemy.
One could assume, for example, that the semantic route did contribute (to
some extent) to the naming of high frequency words in both Strain et al.’s
experiment and the present Experiment 2, but that the impact of imageability
is not large enough to manifest itself in an observable way unless that route
plays a major role. Thus, observable imageability effects may occur only
for low frequency irregular words because only for those words would the
semantic route be the most effective route on a reasonably large proportion of
the trials. In contrast, if the effects of polysemy are assumed to be stronger,
then it would follow that even high frequency words, which would involve
the semantic route on only a small proportion of trials, could still show a
polysemy effect.

What is a larger problem for this model is how it could then account
for the results in the lexical decision task. That is, if ‘word’ decisions are
essentially made on the basis of selecting a single lexical unit in the lexical
decision task (e.g., Coltheart 1978; Coltheart et al. 1993), then the activity
of the semantic route, which comes into play only after lexical selection,
would not be expected to influence this process. If so, and if the previous
assumptions are correct, there would be no reason to expect polysemy effects
(or any other semantic effects) in single-word lexical decision tasks. Thus,
although it might be possible that further assumptions could be added to this
account to give the semantic route a role in lexical decision making, it is quite
clear that this type of model does have a somewhat difficult time accounting
for the pattern of results reported here.
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An alternative locus of word frequency effects
A second possibility for explaining the present results would be to maintain
the assumption that the lexical-selection process is sensitive to polysemy
but to drop the assumption that it is frequency-sensitive. For example, given
that frequency effects were limited to the lexical decision task but polysemy
effects were observed in both lexical decision and naming tasks, one could
argue that, although polysemy effects do arise during the common lexical-
selection process, word frequency effects are limited to the decision-making
process specific to the lexical decision task (e.g., Balota & Chumbley 1984;
Besner 1983; Besner & McCann 1987; Seidenberg & McClelland 1989).

Although this account might seem appealing on the surface, it would
immediately run into a couple of problems. First, it would predict that fre-
quency and polysemy would never interact since they do not affect the same
process. This prediction is falsified by Hino and Lupker’s (1996) results
showing that these two factors do interact in a naming task when the high
frequency words truly are high frequency. In particular, although there was
a polysemy effect for the low frequency words in Hino and Lupker’s experi-
ments, the effect vanished for the high frequency words. The second problem
is that this account would predict that there would never be frequency effects
in naming tasks in the first place. As noted, although such effects are not large
when the words have regular spelling-to-sound correspondences, frequency
effects most certainly do exist in naming, even for katakana words (Hino &
Lupker in press). Thus, it does not appear that simply attributing frequency
effects in lexical decision to the decision-making process will allow us to
produce a viable account of the processes under investigation. Rather, the
account must incorporate some way of explaining both frequency effects in
naming and why those effects would interact with polysemy.

A viable way of accounting for the present data does, however, derive
from assuming a frequency-sensitive decision-making process in the lexical
decision task. Recently, in fact, a number of researchers have argued that there
must be alternative loci for frequency effects not only in lexical decision but
in all tasks (e.g., Balota & Chumbley 1984; Balota & Chumbley 1985; Hinto
& Lupker 1996, in press; Seidenberg & McClelland 1989). For example,
Hino and Lupker (in press) have recently argued that even if the dual-route
assumptions are added to the lexical-selection account, this account does not
provide an adequate explanation of word frequency effects for Japanese kanji
and katakana words. Their reasoning is as follows.

As noted, the character-to-sound relationships are consistent for katakana
words. For kanji words, however, the character-to-sound relationships are not
consistent because each kanji generally possesses on-reading and kun-reading
pronunciations. Given the unpredictability of character-to-sound relation-
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ships for kanji words, a lexical route would presumably be needed to name
them in all cases (see Wydell, Butterworth & Patterson 1995). Thus, if word
frequency effects are due to the lexical-selection process, word frequency
effects for kanji words would be expected to be the same in lexical decision
and naming. On the other hand, as noted earlier, word frequency effects
for katakana words should be smaller in naming than in lexical decision.
Further, if word frequencies are well equated across script type, the sizes
of the frequency effects in lexical decision should be the same for the two
scripts. Hino and Lupker’s (in press) results were quite consistent with these
predictions. That is, frequency effects for kanji words were identical in the
two tasks whereas frequency effects for katakana words were larger in lexical
decision than in naming (as observed in the present experiments). In addition,
the frequency effects for the two script types in lexical decision were equal.

The problems for the lexical-selection account arose when the same kanji
and katakana words were used in a go/no-go naming task, in which partic-
ipants were asked to name a stimulus aloud only if it was a word. Since
lexical selection (and whatever decision-making operations are involved) is
assumed to be completed prior to the selection of a phonological code in
this task, phonological codes should be readily available from the lexical
route (assuming a dual-route framework), in which case the nonlexical route
should play no role in this task. Thus, if word frequency effects are due
to the lexical-selection process, this task should produce frequency effects
identical to those in the lexical decision task. Further, and more importantly,
the additive relationship between word frequency and script type (kanji vs
katakana) observed in lexical decision should also arise in go/no-go naming.
Contrary to expectations, however, frequency effects were significantly larger
for kanji words than for katakana words and the sizes of the frequency effects
were larger in the go/no-go naming task than in the lexical decision task.

Even with the dual-route assumptions, then, these data could not be
accounted for by assuming a frequency-sensitive lexical-selection process.
As a result, Hino and Lupker (in press) suggested instead that frequency
effects in lexical decision and naming tasks are due to the processes spe-
cific to each task. Recent research has, in fact, suggested that there are a
number of such processes. For example, as noted above, many researchers
(e.g., Balota & Chumbley 1984; Besner 1983; Besner & McCann 1987;
Seidenberg & McClelland 1989) have argued that the lexical decision task
involves a decision-making process which is carried out based on the ortho-
graphic familiarity and/or semantic information derived from the stimuli.
Grainger and Jacobs (1996) have even suggested that lexical decisions could
be made by monitoring global lexical activity, at least in certain situations.
Thus, the basic argument is that lexical decision-making involves a num-
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ber of task-specific processes in which multiple sources of information such
as orthographic familiarity as well as orthographic structure variables (e.g.,
neighborhood size, the frequency of orthographic neighbors), and seman-
tic variables can all play important roles (e.g., Carr, Posner, Pollatsek &
Snyder 1979; Hino & Lupker in press; Posner & Carr 1992). The frequency
effect and the additive relationship between frequency and script type would,
presumably, be due to these task-specific processes in the lexical decision
task.

In contrast to the additive relationship between frequency and script type
in lexical decision, Hino and Lupker (in press) observed an interactive rela-
tionship between frequency and script type in their naming tasks, both of
which require phonological coding in order to produce overt pronunciation
responses. Thus, Hino and Lupker suggested that the phonological coding
process is frequency-sensitive (even when it is carried out after a lexical unit
has been selected) and that the interactive relationship between frequency
and script type was due to this phonological coding process. In addition,
because the decision-making process and the phonological coding process
are assumed to follow in a quasi-sequential order in the go/no-go naming
task, the larger frequency effects in go/no-go naming than in lexical decision
could also be accounted for.

Hino and Lupker (in press) thus argued that the size differences in fre-
quency effects across lexical decision and naming tasks seem to be better
accounted for by assuming task-specific loci of frequency effects. A similar
argument for this conclusion was made by Hino and Lupker (1996), based on
their analysis of polysemy and word frequency effects in naming, go/no-go
naming, and lexical decision tasks in English.

Parallel distributed processing (PDP) account

Given the conclusions that frequency effects are not due to the lexical-
selection process and that polysemy does interact with frequency in naming,
Hino and Lupker (1996) suggested an account of polysemy and frequency
effects based on the parallel distributed processing (PDP) models’ framework
(e.g., Plaut & McClelland 1993; Plaut, McClelland, Seidenberg & Patter-
son 1996; Seidenberg & McClelland 1989; Van Orden, Pennington & Stone
1990). Hino and Lupker suggested that polysemy affects both the process
of computing orthographic codes (on which the decision-making process
is carried out) and the process of computing phonological codes (in order
to produce pronunciation responses) independently as a result of feedback
activation from semantic units.

Since the polysemous words have multiple meanings, semantic activa-
tion would be greater for polysemous words and the feedback activation

[ 262 ]



POLYSEMY EFFECTS FOR JAPANESE KATAKANA WORDS 417

from semantic units to orthographic or phonological output units would also
be greater for polysemous words than for nonpolysemous words. Hino and
Lupker, thus, suggested that it is this difference in the amount of semantic
feedback activation that produces polysemy effects in lexical decision and
naming tasks. Further, since it is unlikely that even a skilled reader has had
much practice at generating the type of orthographic codes required for mak-
ing lexical decisions, the connections between the orthographic input units
and the orthographic output units would be relatively weaker. Given the
weaker connections, the speed of computing orthographic output codes would
be slow enough that the semantic feedback activation could affect both high
and low frequency words. Thus, an additive relationship between polysemy
and frequency would be expected in the lexical decision task.

On the other hand, phonological coding would be used so often in nor-
mal reading situations that the connections between the orthographic input
units and the phonological output units would be stronger, especially for
high frequency words. As a consequence, phonological codes for high fre-
quency words would typically be generated from the orthographic input
codes even before the semantic feedback activation affected processing. In
contrast, semantic feedback activation would be much more likely to affect
the processing of low frequency words. As such, a polysemy by frequency
interaction would be expected in a naming task using truly high frequency
words, as was observed by Hino and Lupker (1996).

The question then is, can the present results be accounted for by this type
of analysis? Needless to say, the fact that there was an additive relationship
between polysemy and frequency in the lexical decision task follows from
this account.

In the naming task, on the other hand, the process of computing phonolog-
ical codes is assumed to be sensitive to word frequency. In addition, the speed
of this orthographic-to-phonological computation process is also assumed to
be modulated by the spelling-to-sound relationships possessed by similarly-
spelled words, especially for low frequency words (e.g., Plaut et al. 1996;
Seidenberg 1992; Van Orden et al. 1990). In particular, the phonological
computations for low frequency words are assumed to be facilitated when the
similarly-spelled words possess consistent spelling-to-sound relationships,
while being retarded when the similarly-spelled words possess inconsistent
spelling-to-sound relationships.

In katakana, the character-to-sound relationships are quite consistent,
meaning that the phonological computations would be fairly rapid for low
frequency words. Given the weakness of our frequency manipulation, then,
the lack of a frequency effect in the naming task would seem to be easily
accounted for within this PDP framework.
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More importantly, given the lack of frequency effect in the naming task,
the speed of phonological computations for our ‘high’ and ‘low’ frequency
katakana words would appear to be virtually identical. Therefore, the seman-
tic feedback would affect the phonological computation process similarly for
our high and low frequency katakana words. As such, identical polysemy
effects for our high and low frequency katakana words would be expected.

Note also that this analysis is quite consistent with Strain et al.’s (1995)
finding of an imageability effect only for low frequency irregular words,
especially if one does assume that imageability is a weaker semantic vari-
able than polysemy. In fact, Strain et al.’s account is quite similar to the
one offered above. Strain et al. assumed that high-imageability words pos-
sess richer semantic representations than low-imageability words. Thus, the
semantic activation would be greater for high-imageability words than for
low-imageability words. As a consequence, the semantic feedback activa-
tion would be greater for high-imageability words than for low-imageability
words. Thus, the phonological computation would be faster for high-
imageability words than for low-imageability words when this computation
is affected by the semantic feedback activation.

The effects of this feedback, however, are modulated by the speed of the
phonological computation. As noted, the speed of this process is assumed to
be influenced by word frequency as well as spelling-to-sound consistency.
Thus, an imageability effect would be most likely to occur for low frequency
irregular words in the naming task, for which the phonological computation
would be the most inefficient and slowest.

The PDP framework, therefore, seems to provide a better account for the
present data, as well as Strain et al.’s (1995) data, than accounts in which
the lexical-selection process is seen as the locus of frequency and semantic
(polysemy and imageability) effects, regardless of whether those accounts
are couched within the dual-route framework or not. It should be noted, how-
ever, that these types of models are not without their critics (e.g., Besner in
press; Besner, Twilley, McCann & Seergobin 1990; Coltheart et al. 1993).
In particular, Besner et al. clearly pointed out that Seidenberg and McClel-
land’s (1989) model has a very difficult time explaining lexical decision data.
An additional point to note, of course, is that the lexical decision data in
the present study (as well as lexical decision data in general) are not well
explained by any extant model (for a recent attempt to model this process,
see Grainger & Jacobs 1996). Thus, at present, perhaps the best approach
would be to acknowledge that each of these frameworks has its respective
limitations and, thus, they all need to be developed further in order to provide
a better understanding of our reading processes.
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Conclusions

In order to evaluate lexical-selection accounts of polysemy effects, the
effects of polysemy were examined as a function of word frequency for
Japanese katakana words using lexical decision and naming tasks. Since
katakana words possess consistent character-to-sound correspondences, it
was assumed that the naming of low frequency katakana words is more
influenced by sub-word level phonological coding than the naming of high
frequency katakana words as postulated by the dual-route model. Thus, if the
polysemy effects were due to the lexical-selection process, the effect sizes
should be modulated by word frequency in the naming task. In particular, the
polysemy effect should be more diluted for low frequency words than for high
frequency words due to the influence of the nonlexical phonological coding.
Consistent with these predictions, a significant frequency effect was observed
in the lexical decision task, and this effect was eliminated in the naming task.
Inconsistent with these predictions, however, polysemy effects were identical
for high and low frequency words in both tasks, although the overall effect
sizes were smaller in the naming task.

We attempted to explain these results based on a lexical-selection account
by considering (a) an extension to the dual-route account, in which semantic
effects are assumed to be due to a third route, and (b) a framework in which
semantic effects are attributed to the lexical-selection process but frequency
effects are not. We also attempted to explain our results within a PDP frame-
work, in which semantic effects are attributed to feedback from semantic
representations. At least at a general level, both the lexical decision and
naming data seem to be best accounted for in terms of the PDP framework.
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Notes

1. Orthographic neighorhood sizes were calculated using a computer-based dictionary with
36,780 word entries (‘sakuin.dat’ in National Language Research Institute 1993).

2. Frequency counts for Japanese katakana words (National Language Research Institute
1971) were taken from frequency counts for Japanese words in National Language
Research Institute (1970). Thus, these frequency norms are based on the same data.
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Appendix

Polysemous and nonpolysemous katakana words used in Experiments 1, 2 and 3 along with
their English translations
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