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Abstract

In these experiments, cross-script masked repetition priming and word frequency effects were examined for Japanese

words and nonwords as a function of script familiarity and the nature of the task (lexical decision or naming). In the

lexical decision task, masked repetition priming effects were observed only for word targets and those effects were larger

for targets presented in an orthographically unfamiliar script than for targets presented in an orthographically familiar

script. In contrast, in the naming task, masked repetition priming effects were observed for both word and nonword

targets and, for word targets, the repetition priming effects were similar regardless of the orthographic familiarity of the

targets. In addition, large word frequency effects were observed when the targets were presented in a familiar script, but

the effects were diminished or eliminated when the targets were presented in an unfamiliar script in both tasks. Im-

plications of these results are discussed in terms of the possible loci of the priming effects in the two tasks.
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The notions of a lexicon and a lexical-selection pro-

cess have played central roles in many theoretical ac-

counts of the word recognition process (e.g., Becker,

1976; Forster, 1976; McClelland & Rumelhart, 1981;

Morton, 1969; Paap, McDonald, Schvaneveldt, & Noel,

1987; Paap, Newsome, McDonald, & Schvaneveldt,

1982; Rumelhart & McClelland, 1982). According to

these types of accounts, each word in a reader�s vocab-
ulary is assumed to be represented as a lexical unit.

Reading a word is assumed to involve a lexical-selection

process in which the appropriate lexical unit is selected

based on the visual input.

In recent years, however, the theoretical usefulness of

this classical conceptualization of the lexicon has been

challenged by a number of investigators. In fact, Se-

idenberg (1990) has argued that the concept of a lexicon

itself has become essentially a ‘‘soupstone,’’ that is, a

concept that, although often included in models of word

recognition, actually adds no explanatory power to

those models. Similarly, the concept of a lexical-selec-

tion process has also been questioned by researchers.

For example, classical lexical models have suggested that

the lexical-selection process is the locus of word fre-

quency effects, effects which are due to either frequency-

sensitive lexical units (e.g., McClelland & Rumelhart,

1981; Morton, 1969; Rumelhart & McClelland, 1982) or

a frequency-ordered serial search (e.g., Becker, 1976;

Forster, 1976; Paap et al., 1987; Paap et al., 1982). Other
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researchers, however, have suggested that word fre-

quency effects are mainly due to task-specific processes

and, thus, the lexical-selection process, if such a process

indeed exists, plays only a minimal role in producing

word frequency effects (e.g., Balota & Chumbley, 1984;

Balota & Chumbley, 1985; Hino & Lupker, 1998, 2000;

McCann & Besner, 1987; McCann, Besner, & Davelaar,

1988).

One result of the criticisms concerning the notions of

the lexicon and lexical selection has been the emergence

of word recognition models that postulate no lexicon

nor lexical selection, models that are typically based on

the parallel distributed processing (PDP) framework

(e.g., Masson, 1999; Plaut, 1997; Plaut & McClelland,

1993; Plaut, McClelland, Seidenberg, & Patterson, 1996;

Seidenberg & McClelland, 1989; Van Orden, Penning-

ton, & Stone, 1990). Contrary to classical lexical models,

PDP models assume that words are represented as sets

of subsymbols which themselves represent the ortho-

graphic, phonological, and semantic features of the

words. That is, in PDP models, words are represented as

patterns of activation among subsymbolic units and

lexical knowledge is stored in the weights on connections

among those units.

Given this theoretical challenge to classical lexical

models, it is obviously rather important to reevaluate

the empirical evidence supporting the notions of the

lexicon and lexical selection. Although there are a

number of lines of empirical evidence supporting these

notions, in the present paper, we focus on only one of

them: masked repetition priming effects.

According to the classical lexical models, it is gen-

erally assumed that the process of selecting an appro-

priate lexical unit is preceded by a preliminary abstract

code generation process (e.g., Besner, 1983; Evett &

Humphreys, 1981; Paap, Newsome, & Noel, 1984;

Rayner, McConkie, & Zola, 1980). This process pro-

duces a set of orthographic codes which are independent

of the nature of the visual characteristics of the word

such as type font and letter case. Lexical units are then

selected based on these abstract orthographic codes.

Thus, the lexical units themselves are also assumed to be

‘‘abstract’’ in the sense that they are insensitive to the

nature of visual forms of words.

A typical example of this type of model is Forster�s
(1976) lexical search model. According to this model, a

stimulus description is first computed on the basis of the

visual input and this stimulus description is compared

with lexical entries in a serial manner. In particular, the

entries for higher frequency words are examined before

those for lower frequency words, which is what accounts

for word frequency effects. When a correct match is

found between the stimulus description and a lexical

entry, that entry is selected.

The specific account of masked repetition priming

effects within Forster�s (1976) model is derived from

Forster and Davis�s (1984) results. Forster and Davis

examined the effects of masked repetition priming as a

function of word frequency in the lexical decision task.

In their experiments, a briefly presented lowercase prime

(60ms duration) was preceded by an unrelated word

(500ms duration) and followed by an uppercase lexical

decision target (500ms duration). Forster and Davis

observed that response latencies were faster when the

uppercase targets were preceded by identical (but low-

ercase) primes than when the targets were preceded by

different primes. The sizes of those effects were similar

for high and low frequency targets. In addition, the

masked repetition priming effect was limited to word

stimuli and no masked priming effect was observed for

orthographically similar pairs, pairs in which the prime

and target differed only by one medial letter as in ‘‘lack—

LOCK’’ (but see Forster, Davis, Schoknecht, & Carter,

1987).

Based on these results, Forster and Davis (1984) ar-

gued that, while lexical selection is mediated by ortho-

graphic representations, the masked repetition priming

effect is due to lexical activation. Forster and Davis

suggested that when a correct entry is located through

the serial search process, a time-consuming access op-

eration is executed to activate or ‘‘open’’ the entry. Once

a lexical entry is opened, it remains ‘‘open’’ or activated

for some period of time, so that subsequent access to the

same entry would be facilitated independent of word

frequency. This is the basis of the repetition priming

effect. As such, according to Forster and Davis, masked

repetition priming effects are presumed to be due to

lexical activation, whereas word frequency effects are

due to a frequency-ordered serial search process.

(Hereafter this type of explanation of masked repetition

priming effects will be referred to as the ‘‘lexical acti-

vation account.’’)

The observation of masked repetition priming effects

across visually different stimuli (e.g., Evett & Humph-

reys, 1981; Forster & Davis, 1984) does provide nice

evidence for the classical conceptualization of the lexi-

con and the lexical-selection process. That is, the fact

that one can observe repetition priming when the prime

and target share virtually no visual features is quite

consistent with, and supportive of, the idea of automatic

activation of a common, abstract lexical unit shared by

the visually different prime and target. On the other

hand, as Masson and colleagues (Bodner & Masson,

1997; Masson & Isaak, 1999) have pointed out, these

effects may also have a nonlexical basis. That is, priming

could also arise at either the orthographic level (where

abstract orthographic codes are activated) or at the pre-

lexical phonological level (where pre-lexical phonologi-

cal codes are activated). (See Masson, 1999, for a sim-

ulation of masked repetition priming effects in a lexical

decision task using his distributed memory model, a

model that contains no lexical units.)
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Masson and Isaak�s (1999) results are particularly

relevant here. Using a naming task, Masson and Isaak

reported a masked repetition priming effect for non-

words that was similar in size to the masked repetition

priming effect for words. Further, Masson and Isaak

observed masked orthographic priming for nonwords

that was also similar in size to that observed for words.

Because nonwords do not, by definition, have lexical

units, it is difficult for Forster and Davis�s (1984) ac-

count (or any lexical activation account) to explain these

results. More importantly, these results raise the ques-

tion of whether masked repetition priming effects, in

general, might be better explained in terms of ortho-

graphic, rather than lexical, structures. In the present

research, we examined masked repetition priming effects

for Japanese words across different types of scripts to

further explore these issues.1

Japanese seems well-suited for this investigation be-

cause there is no relationship between the characters in

the different scripts (in contrast, for example, to the re-

lationship between upper and lower case Roman letters).

Thus, although the same word written in different scripts

should cause the same lexical unit to be selected, quite

different orthographic units will be involved for the two

scripts. Hence, any cross-script repetition priming that is

observed could not be due to the prime and target ac-

tivating identical orthographic units. (In ‘‘fully interac-

tive’’ systems, it is possible that there could be a role for

orthographic units in cross-script repetition priming ef-

fects, even in Japanese. We will return to this issue in the

General discussion.)

Japanese scripts

There are three different types of scripts in the Jap-

anese language. Japanese words can be written in either

Kanji, Hiragana, or Katakana. These three script types

can be divided into two classes in terms of their char-

acter-to-sound correspondences: syllabic Kana (Kata-

kana and Hiragana) and logographic Kanji. Because

each Kana character corresponds to a single mora (syl-

lable), Kana is considered a shallow orthography,

whereas Kanji is considered a deep orthography because

each Kanji character generally corresponds to at least

two pronunciations (On-reading and Kun-reading pro-

nunciations).

In addition to the visual characteristics and the na-

ture of character-to-sound correspondences, Japanese

scripts also differ in their syntactic roles. That is, in

normal sentences, Kanji characters are used for nouns as

well as for verb and adjective stems. Katakana charac-

ters are used for foreign loan words, names of animals,

flowers, vegetables, and some scientific terminology.

Hiragana characters are mainly used for grammatical

functions such as auxiliary verbs and inflections. As a

result, a given word is usually written in one specific type

of script. However, because both Katakana and Hira-

gana scripts are syllabic scripts, it is possible to tran-

scribe any words into Hiragana or Katakana. On the

other hand, because Kanji is not a syllabic script but a

logographic script and, hence, its characters both carry

meaning and typically have multiple pronunciations, it is

rarely possible to transcribe Katakana-written or Hira-

gana-written words into Kanji.2

Due to these differences among scripts, it seems vir-

tually impossible that they could share abstract ortho-

graphic units as are supposedly shared by upper and

lower case Roman letters. Thus, when a word is tran-

scribed into an unfamiliar script, lexical selection would

have to be based on phonological codes. That is,

through the use of phonological codes, lexical selection

would be possible even for words written in unfamiliar

scripts and, hence, our Japanese readers should be able

to respond accurately in our lexical decision experiments

regardless of the script type of the stimuli.

If cross-script masked repetition priming effects are

observed in our experiments, therefore, an obvious im-

plication would be that masked repetition priming ef-

fects are not due solely to pre-activation of orthographic

units but rather are due to lexical activation, as sug-

gested by Forster and Davis (1984). However, the lexical

activation account would not be the only possible ac-

count of cross-script masked repetition priming effects.

That is, as Masson and Isaak (1999) and Van Orden et

al. (1990) have argued, masked repetition priming effects

could be accounted for in terms of the activation of

phonological units (see also Lukatela, Frost, & Turvey,

1998; Lukatela, Savic, Urosevic, & Turvey, 1997; Luk-

atela & Turvey, 1990; Lukatela & Turvey, 1994, for a

phonologically based account of masked priming ef-

fects).

In fact, there now are a number of lines of evidence

suggesting that automatic phonological activation oc-

1 Masked repetition priming effects are typically assumed to

be due to automatic activation of abstract lexical units shared

by prime and target stimuli. In contrast, some researchers (e.g.,

Evett & Humphreys, 1981; Forster & Davis, 1984) argue that

unmasked repetition priming effects are affected by strategic

processes based on, for example, episodic memory traces. To

examine the notion of abstract lexical units, therefore, we

focused on masked repetition priming effects.

2 Because Japanese scripts differ in their syntactic roles,

presenting a word in an unfamiliar script could, in theory, cause

somewhat different expectations in terms of the word�s syntactic
role. As our reason for presenting the same word in different

scripts was simply to reduce the visual similarity and familiarity

of stimuli and not to create any syntactic confusion, we

attempted to minimize any potential problems by using only

nouns that are normally written in either Kanji or Katakana.
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curs early in the word recognition process not only in

English (e.g., Lesch & Pollatsek, 1993; Lukatela &

Turvey, 1990; Lukatela & Turvey, 1994; Lukatela et al.,

1997; Lukatela et al., 1998; Perfetti, Bell, & Delaney,

1988; Van Orden, 1987; Van Orden, Johnston, & Hale,

1988) but also when reading Chinese characters and

Japanese Kanji words (e.g., Perfetti & Zhang, 1991,

1995; Tan, Hoosain, & Peng, 1995; Wydell, Patterson, &

Humphreys, 1993). In particular, Lukatela and Turvey

(1994) reported significant phonological priming effects

in naming tasks from masked homophone and masked

pseudohomophone primes. Homophones are words

sharing the same phonology (e.g., MADE—MAID)

whereas pseudohomophones are nonwords with the

same phonology as a real word (e.g., BRANE). Thus,

although its phonology is the same as that of a real

word, a pseudohomophone possesses a novel ortho-

graphic pattern. In this respect, pseudohomophones are

similar to unfamiliar transcriptions of Japanese words

(i.e., words written in an unfamiliar script). The idea

would be that these masked primes (regardless of their

orthographic familiarity) activate phonological units

and these activated phonological units would be shared

by a target with the same pronunciation (BRANE—

BRAIN). If so, the possibility exists that masked repe-

tition priming effects are a result of the prime pre-acti-

vating the target�s phonological units and, hence,

facilitating lexical selection via a phonological route.

Hereafter this explanation of repetition priming will be

referred to as the ‘‘phonological activation account.’’

The repetition by script familiarity interaction: Lexical

decision

With respect to the present experiments, therefore, if

masked repetition priming effects are observed for Jap-

anese words across different script types, these effects

could be explained by either the lexical activation ac-

count or the phonological activation account. Where the

two accounts differ would be in the additional predic-

tions they would make. For example, the two accounts

make different predictions about the sizes of the cross-

script masked repetition priming effects for word targets

presented in familiar versus unfamiliar scripts in lexical

decision tasks (see Table 1). First, consider the predic-

tions of the phonological activation account. When

word targets are presented in their familiar script, lexical

selection for these words would be possible based di-

rectly on their familiar orthographic units. Thus, any

phonological activation brought about by the masked

prime would not play the major role in accomplishing

lexical selection. On the other hand, when these words

are transcribed into an unfamiliar script, lexical selection

would have to be mediated by phonological units. If so,

phonological activation due to the masked repetition

prime would facilitate both phonological coding and,

possibly, lexical selection for these words. Thus, as-

suming that lexical selection has to be accomplished to

make a ‘‘word’’ decision in a lexical decision task, a

larger masked repetition priming effect would be ex-

pected when word targets are presented in an unfamiliar

script than when they are presented in their familiar

script. (As noted, the phonological activation account

offered here and, hence, these predictions, are based on

the idea that classical lexical models are correct and that

phonology�s role is simply to provide one route to the

lexicon. Both Masson & Isaak�s (1999) and Van Orden

et al.�s (1990) versions of the phonological activation

account are based on models without lexical units (i.e.,

PDP-type models). We will consider these types of

models in the General discussion.)

In contrast, the lexical activation account does not

predict a repetition by script familiarity interaction.

That is, repetition priming effects are due to the prime

creating a heightened activation in the lexical unit of the

Table 1

Predictions from the lexical activation and the phonological activation accounts

Task Account

Lexical activation account Phonological activation account

Lexical decision Repetition+Script Familiarity Repetition� Script Familiarity

(No interaction) (Larger repetition priming effect for unfamiliar

script targets)

Frequency+Script Familiarity Frequency+Script Familiarity

(No interaction) (No interaction)

Naming Repetition� Script Familiarity Repetition+Script Familiarity

(Larger repetition priming for familiar script targets) (No interaction)

Frequency�Script Familiarity Frequency�Script Familiarity

(Larger frequency effect for familiar script targets) (Larger frequency effect for familiar script targets)

Repetition�Lexicality Repetition+Lexicality

(No repetition priming effect for nonword targets) (No interaction)
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target. This heightened activation should facilitate se-

lection of the target�s lexical unit regardless of how

lexical selection is accomplished (i.e., whether lexical

selection is driven by orthographic units or phonological

units). Thus, similar masked repetition priming effects

are expected regardless of the script familiarity of the

word targets.

The repetition by script familiarity interaction: Naming

The two accounts also differ in terms of their pre-

dictions in a naming task. Because naming tasks require

pronunciation responses and, hence, phonological cod-

ing for all stimuli (e.g., Hino & Lupker, 1996; Seiden-

berg & McClelland, 1989; Waters & Seidenberg, 1985),

phonological activation brought about by the masked

repetition prime would facilitate phonological coding

for all stimuli. Thus, according to the phonological ac-

tivation account, masked repetition priming effects are

expected for word targets regardless of script familiarity.

In addition, this account also predicts a significant

masked repetition priming effect for nonword targets

(Masson & Isaak, 1999).

According to the lexical activation account, on the

other hand, the masked repetition priming effect size in

naming would depend on the degree to which phono-

logical coding is mediated by lexical units. Nonwords,

for example, which do not have lexical units, should

show no masked priming. In addition, there are some

word stimuli, in particular, words that are presented in a

script that is both unfamiliar and shallow (i.e., Kanji

words transcribed into Kana), that should also show

very little masked repetition priming due to the fact that

their phonological codes would typically be assembled

without referring to lexical knowledge (e.g., Coltheart,

1978; Coltheart, Curtis, Atkins, & Haller, 1993). In

contrast, as noted by Besner and Hildebrandt (1987),

lexical phonological coding would be involved both for

words written in a deep script like Kanji and for Kana-

written words if they are typically seen in that script.

Thus, these types of words should produce larger

masked repetition priming effects than words presented

in an unfamiliar shallow script. As such, the lexical ac-

tivation account predicts a repetition by script famil-

iarity interaction in the naming task.

Frequency effects

To evaluate these predictions, in the present experi-

ments, cross-script masked repetition priming effects

were examined as a function of the orthographic famil-

iarity of the target stimuli in lexical decision and naming

tasks. In addition, word frequency effects were also ex-

amined in these experiments in a further attempt to

evaluate these two accounts. In all types of lexical

models, the lexical-selection process is frequency de-

pendent. For example, in Forster�s (1976) model, the

appropriate lexical unit is found after a frequency-or-

dered search in which the lexical units for high frequency

words are checked first (see also Paap et al., 1982).

Similarly, in Morton�s (1969) logogen model, word fre-

quency is encoded in the lexical units themselves and,

hence, the process of selecting those units would be

frequency sensitive regardless of what types of sublexical

units were used in the selection process. Thus, although

lexical selection would be driven by orthographic units

when words are presented in their familiar script, and by

phonological units when words are presented in an un-

familiar script, if lexical units are abstract and sensitive

to word frequency, similar word frequency effects would

be expected regardless of whether the script used was

familiar or unfamiliar.

What the lexical activation account predicts, there-

fore, is that masked repetition priming effects and fre-

quency effects should go together. Both masked

repetition priming effects and frequency effects are ex-

pected in the lexical decision task for word targets re-

gardless of whether they are presented in familiar or

unfamiliar scripts. In the naming task, both of these

effects are also expected when word targets are presented

in their familiar scripts. When these words are presented

in an unfamiliar shallow script, however, only very small

effects are expected because lexical selection would be

bypassed in the naming of these words.

A similar pattern of frequency effects is also predicted

by the phonological activation account. Assuming that

lexical selection has to be accomplished in making

‘‘word’’ decisions in the lexical decision task, frequency

effects are expected for any type of word target. In the

naming task, however, frequency effects are expected to

be minimal for word targets that are presented in an

unfamiliar shallow script.

To re-evaluate whether the notions of a lexicon and

lexical selection are essential in explaining masked rep-

etition priming effects, we examined cross-script masked

repetition priming effects and word frequency effects as a

function of the orthographic familiarity of the target

stimuli in lexical decision (Experiments 1 and 2) and

naming tasks (Experiment 3), by presenting primes and

targets in different Japanese scripts. In Experiment 1,

orthographically unfamiliar Katakana-transcription

primes were followed by orthographically familiar

Kanji-word targets for half of the participants, whereas

orthographically familiar Kanji-word primes were fol-

lowed by orthographically unfamiliar Katakana-tran-

scription targets for the rest of the participants. In

Experiments 2 and 3, unfamiliar Hiragana-transcription

primes were followed by either familiar Katakana-word

targets or unfamiliar Katakana-written targets which

were transcribed from Kanji words.
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Experiment 1

Method

Participants

A total of 48 undergraduate students from Chukyo

University volunteered to participate in this experiment.

All were native Japanese speakers and had normal or

corrected-to-normal vision. Half of the participants re-

ceived Kanji primes and Katakana targets whereas the

other half received Katakana primes and Kanji targets.

Stimuli

Thirty-six Kanji words were collected from Japanese

word frequency norms (National Language Research

Institute, 1970). The Kanji words were all two-character

nouns and were three or four syllables (moras) in length.

Half of the Kanji words were high frequency words and

half were low frequency words. The high frequency

words each had a frequency count greater than 50 per

940,533. Each of the low frequency words had a fre-

quency count of 5. The mean frequencies of the high and

low frequency words were 105.4 and 5.0, respectively.

The high and low frequency Kanji words were mat-

ched on the number of syllables (moras), with a mean of

3.67 syllables for both groups of words. The summed

Kanji character frequencies (National Language Re-

search Institute, 1963) of the high and low frequency

words were also equated as much as possible, with a

mean summed character frequency of 758.44 for high

frequency words and 752.06 for low frequency words,

tð34Þ ¼ :04. Orthographic neighborhood sizes were

counted for these Kanji words. That is, the number of

words created by replacing one character was counted

for each word based on a computer-based dictionary

with 36,780 word entries (‘‘sakuin.dat’’ in National

Language Research Institute, 1993). The mean ortho-

graphic neighborhood sizes were equated for the high

and low frequency Kanji words as much as possible,

with a mean neighborhood size of 44.44 for high fre-

quency words and 41.83 for low frequency words,

tð34Þ ¼ :31. When these Kanji words were transcribed

into Katakana, most of these transcriptions had no or-

thographic neighbors. In fact, there were only two low

frequency transcriptions that had a single orthographic

neighbor. As such, the means of orthographic neigh-

borhood size were 0.00 and 0.11 for high and low fre-

quency transcriptions, respectively.

This experiment consisted of two types of trials:

Kanji–Katakana trials and Katakana–Kanji trials. In

the Katakana–Kanji trials, these 36 Kanji words were

used as targets and paired with Katakana-written

primes. Two sets of Katakana prime–Kanji target pairs

were created. Half of the high frequency and half of the

low frequency Kanji targets were paired with their own

Katakana transcriptions (repeated condition). The other

halves of the words were each paired with a Katakana

transcription of one of the other Kanji targets from the

same frequency range (unrepeated condition). If a Kanji

word was paired with its own Katakana transcription in

the first set, it was paired with a Katakana transcription

of a different Kanji word in the second set, and vice

versa. Thus, the repeated and unrepeated conditions

incorporated all 36 of the Kanji words as targets and all

36 Katakana transcriptions as primes.

For the purposes of the lexical decision task, 36

nonwords were created by randomly pairing two Kanji

characters. These Kanji nonwords were used as targets

and paired with Katakana primes. Two sets of Kata-

kana prime–Kanji target nonword pairs were then cre-

ated based on the 36 Kanji nonwords. In each set, half

of the Kanji nonwords were paired with their own

Katakana transcriptions (repeated condition), while the

remainder were paired with Katakana transcriptions of

other Kanji nonwords used in the experiment (unre-

peated condition).3 For these Kanji nonwords, the mean

number of syllables was 3.67, with a range of 3–4. The

words and nonwords used in the experiment were,

therefore, matched on number of characters and number

of syllables.

Given these word and nonword pairs, two stimulus

sets were created by combining a set of word pairs with a

set of nonword pairs. Thus, each stimulus set consisted

of 72 pairs with 36 word pairs and 36 nonword pairs.

Twelve participants were assigned to each stimulus set.

In the Kanji–Katakana trials, the 36 Kanji words

were transcribed into Katakana and used as targets.

These Katakana transcriptions were, then, paired with

Kanji-word primes. In the same manner as in the

Katakana–Kanji trials, two sets of Kanji word prime–

Katakana transcription target pairs were created. In

addition, two sets of nonword pairs were also created in

the same manner as in the Katakana–Kanji trials, in

which Katakana-transcription-nonword targets were

paired with Kanji-nonword primes. The 36 Kanji non-

words used as targets in the Katakana–Kanji trials were

used as Kanji-nonword primes. The Katakana tran-

scriptions of these Kanji nonwords were used as targets.

3 Because most Kanji characters have multiple pronuncia-

tions, only one of the possible pronunciations was arbitrarily

chosen for each Kanji character for the purpose of transcribing

the Kanji nonwords into Katakana. It is, of course, possible

that, if asked to pronounce the Kanji nonwords, not all

participants would have chosen to use that same pronunciation.

Thus, ‘‘repeated’’ trials involving nonword primes and targets

may not always have involved stimuli that would have been

identically pronounced. Given that the focus of Experiment 1

was on the results from the word trials, this did not seem to be

an important issue. In any case, the use of Hiragana in place of

Kanji in Experiments 2 and 3 would completely eliminate any

potential problems of this sort.
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Again, two stimulus sets were created based on these

word and nonword pairs. Each stimulus set consisted of

72 pairs. Twelve participants were assigned to each

stimulus set. The 36 Kanji words and their Katakana

transcriptions are listed in Appendix A.

Apparatus and procedure

Stimuli were presented on a video monitor (NEC,

N5913) driven by an 8086-based computer (NEC,

PC9801VM2). Participants indicated the lexicality of

targets (word or nonword) by pressing one of two but-

tons on a response box interfaced to the computer.

‘‘Word’’ responses were made with the participants�
dominant hand. The viewing distance was approxi-

mately 50 cm.

Participants were tested individually. Twenty-four

participants were assigned to the Katakana–Kanji trials,

whereas the rest of the participants were assigned to the

Kanji–Katakana trials. Each trial began with a 50ms

400Hz warning tone, after which a fixation point ap-

peared at the center of the video monitor. A trial se-

quence consisted of a forward mask, a prime, and a

target presentation. Targets were all presented in the

center of the screen just above the fixation point. The

forward mask, consisting of six hash marks

(‘‘######’’), was presented for 500ms and was im-

mediately replaced by the prime. The prime was pre-

sented for 32ms and was immediately replaced by the

target, which remained visible until the participant made

a response. The onsets of the prime and target were

synchronized with the vertical retrace signals of the vi-

deo monitor. Participants receiving Katakana–Kanji

trials were instructed to make a word-nonword dis-

crimination to a Kanji string which appeared at the

center of the video monitor as quickly and as accurately

as possible by pressing either the ‘‘word’’ or ‘‘nonword’’

key on the response box. Participants receiving Kanji–

Katakana trials were instructed to decide whether a

presented Katakana string is a word transcribed into

Katakana or a Katakana-written nonword. In both

types of trials, the specific nature of a trial sequence was

not mentioned. Lexical decision latency from the onset

of the target to the participants� response and whether

the response was correct were automatically recorded by

the computer. Eighteen practice trials were given prior

to the 72 experimental trials. During the practice trials,

participants were provided with latency and accuracy

feedback after each trial. No feedback was provided

during the experimental trials. The order of the experi-

mental trials was randomized separately for each par-

ticipant. The intertrial interval was two seconds.

Results

Lexical decision latencies less than 250ms or greater

than 1600ms were classified as errors and excluded from

the latency analyses. A total of 48 data points (1.39%)

were excluded in this fashion. Mean lexical decision la-

tencies for correct responses and mean error rates were

calculated across participants and items separately. The

mean lexical decision latencies and error rates averaged

over the participants are presented in Table 2.

Word trials

Subject and item means of lexical decision latencies

and error rates for word trials were submitted to sepa-

rate 2 (Frequency: high vs. low)� 2 (Repetition: re-

peated vs. unrepeated)� 2 (Trial Type: Katakana–Kanji

trials vs. Kanji–Katakana trials) analyses of variance

(ANOVAs). For the subjects� analyses, Frequency and

Repetition were within-subject factors, whereas Trial

Type was a between-subject factor. For the items�
analyses, Repetition and Trial Type were within-item

factors, whereas Frequency was a between-item factor.4

In the analyses of lexical decision latencies, the main

effect of Trial Type, Fsð1; 46Þ ¼ 65:39, MSe ¼ 30939:74,
p < :001; Fið1; 34Þ ¼ 249:60, MSe ¼ 6359:88, p < :001,
the main effect of Frequency, Fsð1; 46Þ ¼ 64:63, MSe ¼
5094:02, p < :001; Fið1; 34Þ ¼ 19:08, MSe ¼ 15654:21,
p < :001, and the main effect of Repetition Fsð1;
46Þ ¼ 81:85, MSe ¼ 2941:59, p < :001; Fið1; 34Þ ¼77:82,
MSe ¼ 2875:34, p < :001, were all significant in both

analyses.

The interaction between Frequency and Trial Type

was significant in both analyses, Fsð1; 46Þ ¼ 9:20, MSe ¼
5094:02; p < :01; Fið1; 34Þ ¼ 6:02, MSe ¼ 6359:88; p <
:025. The interaction between Repetition and Trial Type

was also significant in both analyses, Fsð1; 46Þ ¼ 47:12,
MSe ¼ 2941:59, p < :001; Fið1; 34Þ ¼ 40:58, MSe ¼
2841:23; p < :001. However, the interaction between

Frequency and Repetition was not significant in either

analysis, Fsð1; 46Þ ¼ :85,MSe ¼ 1738:90; Fið1; 34Þ ¼ :76,
MSe ¼ 2875:34, nor was the three-way interaction be-

tween Frequency, Repetition, and Trial Type, Fsð1; 46Þ
¼ :53, MSe ¼ 1738:90; Fið1; 34Þ ¼ :12; MSe ¼ 2841:23.

4 Although Clark (1973) has argued that items as well as

subjects should be considered as a random factor in the

analyses of variance when analyzing data from word recogni-

tion research, it is seldom the case that the selection of items

ever is random in any sense of the term. That is, typically, the

items used in these types of experiments have been selected

because they satisfied an extensive set of criteria. Such is

certainly the case here. As such, as a number of researchers

(Cohen, 1976; Keppel, 1976; Raaijmakers, Schrijnemakers, &

Gremmen, 1999; Smith, 1976; Wike & Church, 1976) have

argued, items� analyses would clearly be inappropriate in the

present situation for a number of reasons, not the least of which

is their negative bias. Nonetheless, for the interested reader, the

results of items� analyses will be reported. Our conclusions,

however, will be based only on the results from the subjects�
analyses.
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To further investigate the significant interaction be-

tween Repetition and Trial Type, planned comparisons

were conducted to examine the difference between the

repeated and unrepeated conditions for each trial type

by collapsing the Frequency factor. In the Kanji–Kata-

kana trials, the 125ms difference between the repeated

and unrepeated conditions was significant in both

analyses, tsð23Þ ¼ 8:84, p < :001 one-tailed; tið35Þ ¼
10:11; p < :001 one-tailed. In the Katakana–Kanji tri-

als, the 17ms repetition priming effect was also signifi-

cant in both analyses, tsð23Þ ¼ 2:00; p < :05 one-tailed;

tið35Þ ¼ 1:93; p < :05 one-tailed. Thus, the Repetition

by Trial Type interaction reflects the fact that the rep-

etition priming effects were larger in the Kanji–Kata-

kana trials than in the Katakana–Kanji trials.

Similarly, planned comparisons were also conducted

to examine the differences between the high and low

frequency conditions for each trial type by collapsing the

Repetition factor. In the Katakana–Kanji trials, the

114ms difference between the high and low frequency

conditions was significant in both analyses, tsð23Þ ¼
8:11; p < :001 one-tailed; tið34Þ ¼ 6:78; p < :001 one-

tailed. In the Kanji–Katakana trials, the 52ms difference

was also significant in both analyses, tsð23Þ ¼ 3:37, p <
:01 one-tailed; tið34Þ ¼ 1:91, p < :05 one-tailed. Thus,

the significant Frequency by Trial Type interaction re-

flects the fact that frequency effects were larger for

Kanji-word targets than for Katakana-transcription

targets.

In the analyses of error rates, the main effect of Trial

Type, Fsð1; 46Þ ¼ 5:16; MSe ¼ 119:72, p < :05; Fið1; 34Þ
¼ 4:59, MSe ¼ 100:90, p < :05, the main effect of

Frequency, Fsð1; 46Þ ¼ 35:42, MSe ¼ 86:40; p < :001;

Fið1; 34Þ ¼ 5:65, MSe ¼ 406:13, p < :025, and the main

effect of Repetition, Fsð1; 46Þ ¼ 32:99, MSe ¼ 98:25, p <
:001; Fið1; 34Þ ¼ 26:35, MSe ¼ 92:28, p < :001, were all

significant in both analyses.

The interaction between Frequency and Repetition

was also significant in both analyses, Fsð1; 46Þ ¼ 8:86,
MSe ¼ 79:02, p < :01; Fið1; 34Þ ¼ 5:69, MSe ¼ 92:28, p
< :025. The interaction between Frequency and Trial

Type was marginally significant in the subjects� analysis,
Fsð1; 46Þ ¼ 3:94, MSe ¼ 86:40, p < :06, although not in

the items� analysis, Fið1; 34Þ ¼ 2:53, MSe ¼ 100:90. The
interaction between Repetition and Trial Type was not

significant in either analysis, Fsð1; 46Þ ¼ 2:36, MSe ¼
98:25; Fið1; 34Þ ¼ 2:71, MSe ¼ 64:14, nor was the three-

way interaction between Frequency, Repetition, and

Trial Type, Fsð1; 46Þ ¼ :98, MSe ¼ 79:02; Fið1; 34Þ ¼
:91, MSe ¼ 64:14.

Nonword trials

Subject and item means of lexical decision latencies

and error rates for nonword trials were submitted to

separate 2 (Repetition: repeated vs. unrepeated)� 2

(Trial Type: Katakana–Kanji trials vs. Kanji–Katakana

trials) ANOVAs. For the subjects� analyses, Repetition

was a within-subject factor, whereas Trial Type was a

between-subject factor. For the items� analyses, both

Repetition and Trial Type were within-item factors.

In the analyses of lexical decision latencies for non-

word trials, the main effect of Trial Type was significant

in both analyses, Fsð1; 46Þ ¼ 41:20, MSe ¼ 44967:60,
p < :001; Fið1; 35Þ ¼ 450:67, MSe ¼ 6234:52; p < :001.
Participants responded faster to Kanji nonwords. Nei-

ther the main effect of Repetition nor the interaction

Table 2

Mean lexical decision latencies in milliseconds and error rates in percent in Experiment 1

Condition Repetition RT difference

Repeated Unrepeated

Unfamiliar Katakana transcription prime—familiar Kanji word target trials

High frequency RT 516 (51.18) 532 (36.99) +16

ER 1.39 (3.75) 2.31 (5.65)

Low frequency RT 629 (86.65) 647 (103.09) +18

ER 6.94 (9.16) 18.05 (15.65)

Nonword RT 688 (104.63) 685 (136.30) )3
ER 4.63 (5.35) 4.17 (7.73)

Familiar Kanji word prime—unfamiliar Katakana transcription target trials

High frequency RT 703 (118.04) 818 (110.58) +115

ER 4.17 (8.55) 12.04 (11.77)

Low frequency RT 745 (133.06) 879 (124.24) +134

ER 6.94 (7.19) 19.91 (11.34)

Nonword RT 960 (173.16) 968 (184.61) +8

ER 9.72 (7.73) 7.87 (6.93)

Note. RT and ER stand for mean reaction time and error rate, respectively. Standard deviation is in parenthesis.
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between Repetition and Trial Type was significant in

either analysis (all F s < :50).
In the analyses of error rates, the main effect of Trial

Type was significant in both analyses, Fsð1; 46Þ ¼ 6:37,
MSe ¼ 72:86, p < :025; Fið1; 35Þ ¼ 10:33, MSe ¼ 67:40,
p < :01. Participants were more accurate with Kanji

nonwords. Neither the main effect of Repetition nor the

interaction between Repetition and Trial Type was sig-

nificant in either analysis (all F s < 1:3).

Discussion

Masked repetition priming effects were observed in

lexical decision latencies and error rates for familiar

Kanji-word targets and for unfamiliar Katakana-tran-

scription targets even though, on both types of trials, the

primes were presented in a different script than the tar-

gets. In addition, as was previously reported (e.g., For-

ster & Davis, 1984), masked repetition priming effects

were not observed for nonword targets and, for word

targets, the effect sizes were quite similar for high and

low frequency words in the latency data, although the

significant Frequency by Repetition interaction in the

error data may indicate a tendency for the repetition

priming effect to be a bit larger for low frequency words

than for high frequency words.

The main aspects of these results were similar to

those reported by Forster and Davis (1984). As previ-

ously noted, Forster and Davis suggested that masked

repetition priming effects are due to lexical activation,

whereas word frequency effects are due to a frequency-

ordered serial search process leading to the selection of

the appropriate lexical unit. Thus, the lack of an inter-

action between Frequency and Repetition observed in

the latency data is consistent with their account. What

needs to be addressed, however, is the fact that there was

a significant interaction in the error data. In particular,

the priming effect, in terms of error rates, for the high

frequency words was substantially smaller than the

priming effect for the low frequency words. At first

glance, this result would appear to compromise the la-

tency results. That is, one could argue that if, for ex-

ample, the error rate in the low frequency, unrepeated

condition had been lower, the latency in that condition

and, hence, the size of the low frequency priming effect,

would have been much larger. If so, the latency data

would have shown a significant interaction.

Three points should be made here. First, as Forster

and Davis (1984) noted, a Frequency by Repetition in-

teraction is not inconsistent with all lexical models. In

many of these models, Frequency and Repetition are

both assumed to contribute to the process of lexical

units being activated over their threshold (e.g., McC-

lelland & Rumelhart, 1981; Morton, 1969). Whenever

two factors affect the same process, it is not only possible

but, in fact, likely that they would do so in an interactive

fashion. Thus, a Frequency by Repetition interaction

would certainly not be problematic for either lexical

models or the lexical activation account, per se.

Second, because error rate is a different metric than

latency, additive factors logic (Sternberg, 1969) actually

does not apply. At a general level, the problem is simply

that error rates are constrained to be between 0 and

100% whereas latency has no upper limit. For ease of

discussion, consider what this means for the Kanji tar-

gets. In the unrepeated conditions, error rates were 2.3%

for high frequency words and 18% for low frequency

words. A repetition prime reduced the 18% error rate by

over 11%. Such a reduction is simply not possible for the

high frequency words. That fact would be true regard-

less of whether the priming manipulation affected the

same process as frequency or not (i.e., whether additive

factors� logic would say that the latency data would

show an interaction or show additivity).

Finally, it may very well be true that if the partici-

pants had somehow been able to maintain the same er-

ror rate in the repeated and unrepeated conditions, an

interaction would have emerged in the latency data. This

point, however, turns out to have little relevance to

Forster and Davis�s (1984) model when one considers

how errors emerge in the model. As in most processing

models, errors reflect instances of inaccurate processing.

In particular, in Forster and Davis�s model, the 18%

error rate for the low frequency Kanji words in the

unrepeated condition would be due to the participants

failing to recognize that they had found the correct

lexical entry 18% of the time. The only way participants

could have reduced that error rate would have been for

them to go back and redo the lexical search. Although

this would certainly have increased the latency in this

condition, probably producing an interaction in the la-

tency data, the latency in the low frequency, unrepeated

condition would no longer be reflective of the time it

takes to accomplish the processes described by the

model. Thus, this artificially created interaction in the

latency data would also not be reflective of the processes

the model is trying to describe.

With respect to the main issue addressed in this ex-

periment, it is clear that cross-script masked repetition

priming effects do exist for Japanese words. It is also

clear that these effects were limited to word stimuli.

These results are consistent with the idea that abstract

lexical units exist for Japanese words and that their ac-

tivation is responsible for masked repetition priming

effects. That is, these results support the claim that it is

the activation of lexical units themselves that is pro-

ducing the effects because Kanji words and their Kata-

kana transcriptions do not share orthographic units. As

noted previously, however, the existence of cross-script

masked repetition priming in this experiment is also

consistent with a phonological activation account. Let

us turn then to the components of the data that may
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allow us distinguish between the two accounts, the

Repetition by Trial Type (i.e., script familiarity) inter-

action and the Frequency effect.

The results indicate that there was a highly significant

Repetition by Trial Type interaction (the cross-script

masked repetition priming effects were larger for unfa-

miliar Katakana-transcription targets than for familiar

Kanji-word targets). As noted in the Introduction, this

result is more consistent with the phonological activa-

tion account than with the lexical activation account.

What needs to be noted, however, is that the conditions

in Experiment 1 may not have been the best conditions

for examining this prediction. The reason is that the

Trial Type manipulation involved not only different

target types, but also different prime types (and different

nonword types). That is, in this experiment, famil-

iar Kanji-word targets were preceded by unfamiliar

Katakana-transcription primes, whereas unfamiliar

Katakana-transcription targets were preceded by famil-

iar Kanji-word primes. It is certainly possible that the

Kanji-word primes were processed more rapidly than

the Katakana-transcription primes due to the fact that

the Katakana-transcription primes are, in general, novel

stimuli. If so, the lexical activation produced by the

masked primes may have been weaker for the familiar

Kanji-word targets than for the unfamiliar Katakana-

transcription targets, resulting in the observed Repeti-

tion by Trial Type interaction. Thus, at this point, it is

not entirely clear that this interaction was due to the

familiarity difference between the Kanji and Katakana

targets. This issue was re-examined in Experiment 2.

Consider next the word frequency effects for word

targets presented in familiar and unfamiliar scripts. The

Frequency by Trial Type (i.e., script familiarity) inter-

action was significant in the analyses of lexical decision

latencies. Word frequency effects were significantly lar-

ger when targets were familiar Kanji words (114ms ef-

fect) than when they were unfamiliar Katakana

transcriptions (52ms effect), although these frequency

effects were significant for both types of stimuli. If one

assumes that the lexical-selection process is frequency

sensitive and that the same lexical unit is being selected

for both target types, then this substantially smaller

frequency effect for unfamiliar Katakana-transcription

targets would appear to be problematic for any account

based on classical lexical models, that is, it is problem-

atic for both the lexical activation account and the

phonological activation account.

According to the classical lexical models, the key

process in lexical decision tasks is the lexical-selection

process which, typically, is driven by the orthographic

codes of the stimuli. Our purpose for using unfamiliar

transcriptions as targets in the Kanji–Katakana trials

was to make it necessary for participants to accomplish

lexical selection based on phonological codes. If the

same frequency-sensitive, abstract lexical units are se-

lected by both Kanji words (via orthographic codes) and

their Katakana transcriptions (via phonological codes),

and if frequency effects are entirely due to the lexical-

selection process, similar frequency effects should be

observed for both target types.

More recently, however, some researchers have sug-

gested that the classical lexical models need to add the

assumption that, in a lexical decision task, a decision-

making process is carried out based on stimulus famil-

iarity either after lexical selection has been accomplished

or concurrently with the lexical-selection process (e.g.,

Balota, 1990; Balota & Chumbley, 1984; Besner, 1983;

Besner & McCann, 1987; Gernsbacher, 1984; McCann

et al., 1988; Seidenberg, Waters, Barnes, & Tanenhaus,

1984). This process would, presumably, be frequency

sensitive. Thus, observed word frequency effects would

be due not only to the lexical-selection process but also

to this decision-making process.

If such an assumption were added here, it would

provide an explanation of why the frequency effects were

different for the different scripts. For the Kanji words,

the high frequency words would have benefited not only

during lexical selection but also during this decision-

making process. Thus, the size of the frequency effect

observed for those stimuli would overestimate the im-

pact of frequency on lexical selection (because part of

the frequency effect would have arisen during the deci-

sion-making process). In contrast, when the words were

transcribed into Katakana, even the high frequency

words should have been novel orthographic patterns.

Thus, the high frequency transcriptions may have ben-

efited only during lexical selection. Therefore, the

smaller frequency effect for the Katakana transcriptions

would be perfectly consistent with this type of model.

Unfortunately, we did not attempt to measure and

control the orthographic familiarity of our Katakana

transcriptions beforehand, but rather simply assumed

that they would all be unfamiliar to all our participants.

Further, because these words are rarely written in

Katakana, word frequency counts for the transcriptions,

which would give us some idea of their orthographic

familiarity, are not available. Thus, it is unclear whether

there were differences in the orthographic familiarity of

our high and low frequency transcriptions and, hence,

whether the high frequency transcriptions did receive

any extra benefit from the decision-making process or

not.

To get some information on the question of ortho-

graphic familiarity in Experiment 1, therefore, we asked

72 participants to rate the orthographic familiarity of

the 36 Kanji words used in the experiment, as well as

their Katakana transcriptions. None of these partici-

pants had participated in Experiment 1.

Orthographic familiarity ratings were collected for

the 36 Kanji words as well as for their Katakana and

Hiragana transcriptions. Three stimulus lists were cre-
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ated, each of which consisted of 12 Katakana tran-

scriptions, 12 Hiragana transcriptions, and 12 Kanji-

written Kanji words. Each Kanji word was presented in

Kanji in one list, in Hiragana in a second list, and in

Katakana in a third list. Thus, each word appeared only

once in a list. Each list was presented to one-third of the

72 participants. Each stimulus list was randomly or-

dered and listed in a questionnaire. Each item was ac-

companied by a seven-point scale ranging from ‘‘Very

Unfamiliar’’ (1) to ‘‘Very Familiar’’ (7) on the ques-

tionnaire. The participants were asked to rate the or-

thographic familiarity of each item by circling the

appropriate number on the scale. Participants were also

instructed that the printed form of each item should be

taken into consideration when rating familiarity.

For the high and low frequency Kanji words written

in Kanji, the mean orthographic familiarity ratings were

5.87 and 4.80, respectively. The mean orthographic fa-

miliarity ratings for the Katakana transcriptions of these

high and low frequency Kanji words were 2.91 and 2.32,

respectively. These rating data were submitted to a 2

(Frequency: high vs. low)� 2 (Script Type: Kanji vs.

Katakana) ANOVA. Because the same words were

presented in Kanji and Katakana scripts, Script Type

was treated as a within-item factor, whereas Frequency

was treated as a between-item factor. The main effect of

Frequency was significant, F ð1; 34Þ ¼ 30:88, MSe ¼ :40,
p < :001. As expected, high frequency words were given

higher ratings than low frequency words. The main ef-

fect of Script Type was also significant,

F ð1; 34Þ ¼ 774:87, MSe ¼ :17, p < :001, as the words

written in Kanji were given higher ratings overall than

their Katakana transcriptions. Further, there was a

significant interaction between Frequency and Script

Type, F ð1; 34Þ ¼ 6:09, MSe ¼ :17, p < :025, indicating

that the frequency effect was larger for Kanji words than

for their Katakana transcriptions. Simple main effects

tests, however, showed that not only were the ortho-

graphic familiarity ratings significantly higher for high

frequency words than for low frequency words when

those words were written in Kanji, tð34Þ ¼ 5:03,
p < :001, they were also significantly higher when those

words were written in Katakana, tð34Þ ¼ 4:31, p < :001.
The rating data, therefore, indicate that our partici-

pant population actually did find our high frequency

transcriptions more orthographically familiar than our

low frequency transcriptions in spite of the fact that we

had assumed that both would be novel visual forms.

Thus, the possibility certainly exists that our high fre-

quency transcriptions benefited during the decision-

making process as well as during the lexical selection

process. However, as the interaction indicates, it is un-

likely that they benefited during the decision-making

process to the same degree as the high frequency Kanji

words did. Thus, these ratings results would readily ex-

plain the finding of a smaller frequency effect for the

transcriptions without causing any difficulties for either

of the two accounts.

This result, however, does raise a further issue. Given

that the interaction observed in the rating data nicely

parallels the interaction observed in the latency data,

one could argue that the entire frequency effect was

caused by the decision-making process. Such a per-

spective would severely diminish the role of the lexical

units in explaining word frequency effects. This issue was

also addressed in Experiment 2.

Experiment 2

The results of Experiment 1 demonstrated very clear

masked repetition priming effects in Japanese, effects

that are predicted by both accounts being considered.

Word frequency effects were, however, smaller for the

unfamiliar transcriptions than for the familiar Kanji

words, an effect which is not consistent with classical

lexical models in general. To account for this result in

terms of the classical lexical models we must assume that

lexical decision tasks also involve a frequency-sensitive

decision-making process, a process that is based on or-

thographic familiarity. Once one makes this assumption,

the question arises as to whether the frequency effects in

Experiment 1 might have been entirely due to this pro-

cess rather than to the lexical-selection process. Such a

conclusion would clearly be inconsistent with classical

lexical models.

In Experiment 2 we attempted to address this issue by

making certain that the high and low frequency tran-

scription targets were equated on orthographic famil-

iarity. Thus, any frequency effect we obtain for those

targets can really be attributed to the lexical-selection

process.

Another issue that we addressed in Experiment 2 was

the larger cross-script masked repetition priming effect

for the unfamiliar Katakana-transcription targets than

for the familiar Kanji-word targets. Although the repe-

tition by script familiarity interaction is problematic for

the lexical activation account, because the orthographic

familiarity of the primes was not identical and because

different types of nonwords were used in the two types of

trials, it was unclear whether this interaction in Experi-

ment 1 was really due to the script familiarity of the

targets.

To address this issue, in Experiment 2 we examined

the same questions with a better control on the ortho-

graphic familiarity of primes and targets. That is, we

once again examined the main issue of this research, the

question of whether there are cross-script masked repe-

tition priming effects in Japanese. In this experiment,

however, all the primes were written in the same script

(Hiragana) and all the targets (both words and non-

words) were written in the same script (Katakana). One
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set of targets involved Japanese words that are usually

written in Katakana (e.g., foreign loan words). These

words are like the Kanji-word targets in Experiment 1 in

that they are words which should be orthographically

familiar to the participants. The second set of targets

involved Kanji words that were transcribed into Kata-

kana as was also done in Experiment 1. These targets

should be orthographically unfamiliar to our partici-

pants. Most importantly, orthographic familiarity was

controlled in Experiment 2 by collecting orthographic

familiarity ratings for all targets and primes prior to the

experiment. For the Katakana-word targets, the high

frequency words will, of course, be rated higher in fa-

miliarity than the low frequency words. For the Kata-

kana-transcription targets, however, it was possible to

select high and low frequency transcriptions that were

matched on orthographic familiarity. Thus, any fre-

quency effects for the Katakana-transcription targets in

Experiment 2 can be attributed to the lexical-selection

process.

In addition, to make the parallel to Experiment 1

complete, the familiar Katakana-word targets and the

unfamiliar Katakana-transcription targets were pre-

sented in different blocks in Experiment 2. However,

because word targets were written only in Katakana in

both blocks, the nonwords were also written in Kata-

kana and the same nonwords were used (in a counter-

balanced fashion) in the two blocks. Further, the

orthographic familiarity of the Hiragana primes was

matched across conditions. As such, different results

between the two blocks, if any, cannot be attributed to

either a prime type difference or a nonword type differ-

ence in this experiment.

Method

Participants

Twenty-four undergraduate students from Chukyo

University participated in this experiment for course

credit. All were native Japanese speakers who had nor-

mal or corrected-to-normal vision. None had partici-

pated in Experiment 1.

Stimuli

A sample of 120 Kanji words and 120 Katakana

words were selected from the Japanese word frequency

norms (National Language Research Institute, 1970).

The Kanji words were words that were listed in Kanji in

the frequency norms. Similarly, the Katakana words

were words that were listed in Katakana in the fre-

quency norms. All the words were nouns. The Kanji

words were all two characters in length and consisted of

three or four syllables (moras). The Katakana words

were three or four characters in length and consisted of

three or four syllables. Half of the Kanji and Katakana

words were high frequency words, with frequency

counts of greater than 20 per 940,533. The remaining

words were low frequency, with frequency counts less

than or equal to 10.

As in Experiment 1, most of these Kanji words are

normally written only in Kanji. Similarly, most of these

Katakana words are normally written only in Katakana.

Thus, for the Katakana and Hiragana transcriptions of

the Kanji words and for the Hiragana transcriptions of

the Katakana words, it was not possible to estimate their

orthographic familiarity based on word frequency

counts because publications of such frequency counts do

not exist. As such, orthographic familiarity ratings were

collected for this sample of 240 Kanji and Katakana

words. Ninety participants were asked to rate the or-

thographic familiarity for the Kanji, Katakana, and

Hiragana forms of the Kanji words, and the Katakana

and Hiragana forms of the Katakana words using the

same rating procedure as used when rating the ortho-

graphic familiarity of the words used in Experiment 1.

That is, three different questionnaires were created. Each

Kanji word appeared in all versions of the question-

naires but in a different type of script. For example, a

Kanji word which was listed in its Kanji form in one

version appeared in a second version in its Hiragana

transcription, and in a third version in its Katakana

transcription. For the Katakana words, the Katakana

forms and their Hiragana transcriptions also appeared

in two of the three versions of the questionnaires. Thus,

each version of the questionnaire consisted of 200 items,

in which 40 Kanji forms of Kanji words, 40 Hiragana

transcriptions of Kanji words, 40 Katakana transcrip-

tions of Kanji words, 40 Katakana forms of Katakana

words, and 40 Hiragana transcriptions of Katakana

words were contained. The 200 items were randomly

ordered in each version of the questionnaires. Each item

was accompanied by a seven-point scale ranging from

‘‘Very Unfamiliar’’ (1) to ‘‘Very Familiar’’ (7). The 90

participants were asked to rate the orthographic famil-

iarity of each of these items by circling the appropriate

number on the scale. Thirty participants were assigned

to each of the three versions of the questionnaire.

Based on the orthographic familiarity ratings, 60

Kanji words and 60 Katakana words was selected for

use in this study. Four word groups, each containing 30

words, were created: (1) high frequency Kanji words, (2)

low frequency Kanji words, (3) high frequency Kata-

kana words, and (4) low frequency Katakana words.

The mean syllabic length was 3.40 in all four groups,

with a range of 3–4. Because each Kana character (Hi-

ragana and Katakana) generally corresponds to a syl-

lable (mora), when Kanji words are transcribed into

Hiragana or Katakana, the word length of those Kana

transcriptions would be identical to the syllabic length of

the original Kanji words. In fact, when these words were

written in Katakana or Hiragana, word length was

matched across the four groups.
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The orthographic familiarity ratings for the Kata-

kana forms were submitted to a 2 (Word Type)� 2

(Frequency) ANOVA. The main effect of Word Type

was significant, F ð1; 116Þ ¼ 993:98,MSe ¼ :31, p < :001,
as orthographic familiarity ratings were greater for the

Katakana words than for the Katakana transcriptions

of Kanji words. The main effect of Frequency was sig-

nificant, F ð1; 116Þ ¼ 13:90, MSe ¼ :31; < :001, as was

the interaction between Word Type and Frequency,

F ð1; 116Þ ¼ 10:65, MSe ¼ :31, p < :01. For the Kata-

kana words, the high frequency words had significantly

higher orthographic familiarity ratings than the low

frequency words (5.81 vs. 5.11: tð58Þ ¼ 4:07, p < :001),
whereas the orthographic familiarity ratings for the high

and low frequency Katakana transcriptions of Kanji

words were quite comparable (2.30 vs. 2.25: tð58Þ ¼ :45).
In addition, orthographic neighborhood size was de-

termined for each Katakana form used in this experiment

based on National Language Research Institute (1993).

Although the orthographic neighborhood sizes were

somewhat larger for the Katakana words than for the

Katakana transcriptions of Kanji words, they were quite

comparable between high and low frequency Katakana

words (2.30 vs. 2.20: tð58Þ ¼ :12) and between high and

low frequency Katakana transcriptions (.73 vs. .63:

tð58Þ ¼ :19).
Orthographic familiarity ratings for Hiragana tran-

scriptions of these stimuli were also matched across the

four groups. A 2 (Word Type: Katakana word vs. Kata-

kana transcription of Kanji word)� 2 (Frequency: high

vs. low) ANOVA on the orthographic familiarity ratings

for Hiragana transcriptions produced no significant ef-

fects (all F s < 1). The mean word frequency counts and

orthographic familiarity ratings for the three types of

scripts for each word group are listed in Table 3.5

Two sets of Katakana-word pairs were created based

on the 60 selected Katakana words. The Katakana

words were used as targets and paired with Hiragana

primes. Half of the Katakana words were paired with

their Hiragana transcriptions (repeated condition) in the

first set and with Hiragana transcriptions of other target

words (unrepeated condition) in the second set, and vice

versa. The two sets consisted of the same Katakana

targets but paired with different Hiragana primes.

Two sets of Katakana-transcription pairs were also

created based on the 60 selected Kanji words. For these

pairs, the Kanji words were transcribed into Katakana

and used as targets. These words were paired with Hira-

gana primes in the same manner as with the Katakana-

word pairs. The repeated Hiragana–Katakana pairs of 60

Katakana and 60 Kanji words are listed in Appendix B.

In addition, 120 Katakana nonwords were created

from Kanji words. Kanji words were transcribed into

Katakana and one of the Katakana characters was re-

placed with a different character to create a Katakana

nonword. The syllabic lengths for these Katakana

nonwords were matched with those of the 120 word

stimuli. Mean syllabic length for these nonwords was

3.40, ranging from 3 to 4.

These Katakana nonwords were used as targets and

paired with Hiragana primes. The 120 Katakana non-

words were divided into two sets of 60 nonwords. Based

on each set of 60 nonwords, two sets of 60 nonword

pairs (30 repeated and 30 unrepeated pairs) were created

in the same manner as for the word pairs. Thus, four sets

of 60 nonword pairs were created.

Based on the two sets of Katakana word pairs, the two

sets of Katakana-transcription pairs, and the four sets of

nonword pairs, the stimulus sets for the Katakana-word

block were created by mixing a set of Katakana-word

pairs with a set of nonword pairs. The stimulus sets for the

Katakana-transcription block were also created by mix-

ing a set of Katakana-transcription pairs with a set of

nonword pairs. Because each participant received both

Katakana-word and Katakana-transcription blocks,

different sets of nonwordpairswere used in theKatakana-

word and Katakana-transcription blocks. Each block

consisted of 120 trials, with 60 word target and 60 non-

word target trials. No target appearedmore than once for

each participant. The combination of word and nonword

pairs were counterbalanced. That is, four sets of nonword

pairs were equally combined with four sets of word pairs

across participants. Block order was also counterbal-

anced across participants. Half of the participants re-

ceived the Katakana-word block first and the remainder

of the participants received the Katakana-transcription

block first.

Apparatus and procedure

Stimuli were presented on a video monitor (NEC,

PC-TV455) driven by a 80386-based computer (NEC,

PC-9801FA). Participants indicated the lexicality of

stimuli (word or nonword) by pressing one of two keys

on a computer keyboard. The two keys which flank the

space-key were used as either the word or nonword key

(‘‘XFER’’ and ‘‘NFER’’ keys in a NEC Japanese key-

board). ‘‘Word’’ responses were made with the partici-

pants� dominant hand. The viewing distance was

approximately 50 cm.

As in Experiment 1, a trial sequence consisted of a

forward mask, a prime, and a target presentation. The

forward mask consisted of a row of hash marks of the

5 Although most of our stimuli are normally written in only

one script, therewere a fewwords that are alsowritten in a second

script. For thesewords, separate frequency counts are listed in the

word frequency norms (National Language Research Institute,

1970) for the same words in different scripts. There were two

words that arewritten in all three scripts and oneword that is also

written in Kanji in the high frequency Katakana word group. In

the high frequency Kanji word group, there was one word that is

also written in Hiragana.
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same length as the prime and target. The forward mask

was presented for 500ms and was replaced by the Hi-

ragana-written prime, which was presented for 32ms

and was immediately replaced by the Katakana-written

target, which remained visible until the participant made

a response. The onsets of the prime and target were,

again, synchronized with the vertical retrace signals of

the video monitor.

The experiment consisted of two blocks of trials—

familiar Katakana-word target trials and unfamiliar

Katakana-transcription target trials. In the familiar

Katakana-word block, participants were instructed to

decide whether the presented Katakana string was a

word. In the unfamiliar Katakana-transcription block,

participants were instructed to decide whether the pre-

sented Katakana string was a word transcribed into

Katakana. Sixteen practice trials were given prior to

each block. The practice trials preceding a Katakana-

word block consisted of Katakana targets and Hiragana

primes. The practice trials preceding the Katakana-

transcription block consisted of Katakana targets and

Hiragana primes. The order in which the trials were

presented in each block was randomized separately for

each participant. A rest period was provided after every

40 trials. In all other respects, the procedure was iden-

tical to that in Experiment 1.

Results

Lexical decision latencies less than 250ms or greater

than 1600ms were classified as errors and excluded from

the latency analyses. A total of 186 data points (3.23%)

were excluded in this fashion. Mean lexical decision la-

tencies of correct responses and mean error rates were

calculated across participants and items separately. The

mean lexical decision latencies and error rates averaged

over the participants are presented in Table 4.

Subject and item means of lexical decision latencies

and error rates for word trials were submitted to sepa-

rate 2 (Script Familiarity: familiar Katakana-word block

vs. unfamiliar Katakana-transcription block)� 2 (Fre-

quency: high vs. low)� 2 (Repetition: repeated vs. un-

repeated) ANOVAs. For the subjects� analyses, Script
Familiarity, Frequency, and Repetition were all within-

subject factors. For the items� analyses, Script Famil-

iarity and Frequency were between-item factors, and

Repetition was a within-item factor.

Word trials

In the analyses of lexical decision latencies, the main

effect of Script Familiarity, Fsð1; 23Þ ¼ 132:51, MSe ¼
18819:98; p < :001; Fið1; 116Þ ¼ 258:11, MSe ¼ 13173:36,
p < :001, and the main effect of Repetition, Fsð1; 23Þ ¼
30:17; MSe ¼ 1608:97, p < :001; Fið1; 116Þ ¼ 19:81; MSe
¼ 3349:98; p < :001, were significant in both the subjects�
and the items� analyses. The main effect of Frequency was

significant in the subjects� analysis, Fsð1; 23Þ ¼ 17:85;
MSe ¼ 1760:13, p < :001, and marginally significant in

the items� analysis, Fið1; 116Þ ¼ 3:79; MSe ¼ 13173:36,
p < :06.

More importantly, the interaction between Fre-

quency and Script Familiarity was significant in both

analyses, Fsð1; 23Þ ¼ 24:48; MSe ¼ 1704:91, p < :001; Fi
ð1; 116Þ ¼ 4:90, MSe ¼ 13173:36, p < :05. The interac-

tion between Repetition and Script Familiarity was

significant in the subjects� analysis, Fsð1; 23Þ ¼ 5:86;
MSe ¼ 1863:15, p < :025, and marginally significant in

the items� analysis, Fið1; 116Þ ¼ 3:83; MSe ¼ 3349:98, p
< :06. However, the interaction between Frequency and

Repetition was not significant in either analysis, Fsð1; 23Þ
¼ :00; MSe ¼ 2306:39; Fið1; 116Þ ¼ :04; MSe ¼ 3349:98,
nor was the three-way interaction between Frequency,

Repetition and Script Familiarity, Fsð1; 23Þ ¼ :71, MSe
¼ 997:09; Fið1; 116Þ ¼ :13; MSe ¼ 3349:98.

To investigate the significant interaction between

Repetition and Script Familiarity, planned comparisons

were conducted to examine the difference between the

repeated and unrepeated conditions for each target type

by collapsing the Frequency factor. In the Katakana-

word block, the 17ms repetition priming effect was

significant in both analyses, tsð23Þ ¼ 2:00; p < :05 one-

tailed; tið59Þ ¼ 2:89, p < :001 one-tailed. In the Kata-

kana-transcription block, the 47ms repetition priming

effect was also significant in both analyses, tsð23Þ ¼ 4:75,

Table 3

Mean word frequency (Freq.) and orthographic familiarity rating (FAM) for each script of the stimuli in each condition in Experi-

ments 2, 3, and 4

Conditions Script type

Kanji Hiragana Katakana

Word type/frequency Freq. FAM Freq. FAM Freq. FAM

Kanji/low 5.77 5.15 0.00 2.55 0.00 2.25

Kanji/high 56.70 5.63 0.67 2.55 0.00 2.30

Katakana/low 0.00 — 0.00 2.54 6.20 5.11

Katakana/high 22.27 — 2.00 2.44 56.60 5.81

Note. Mean word frequencies and experiential familiarity ratings were not listed for Kanji script of the Katakana words because

most of these words cannot be transcribed into Kanji.
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p < :001 one-tailed; tið59Þ ¼ 3:58, p < :001 one-tailed.

Thus, the Repetition by Script Familiarity interaction

reflects the fact that the repetition priming effect was

smaller for familiar Katakana-word targets than for

unfamiliar Katakana-transcription targets.

Similarly, planned comparisons were also conducted

to examine the differences between the high and the low

frequency conditions for each target type by collapsing

the Repetition factor. In the Katakana-word block, the

55ms difference between the high and low frequency

conditions was significant in both analyses, tsð23Þ ¼
8:66, p < :001 one-tailed; tið58Þ ¼ 4:18, p < :001 one-

tailed, whereas the 4ms difference in the Katakana-

transcription block was not significant in either analysis,

tsð23Þ ¼ :45 one-tailed; tið58Þ ¼ :17 one-tailed. Thus, the

significant Frequency by Script Familiarity interaction

reflects the fact that the frequency effect was limited to

familiar Katakana-word targets.

In the analyses of error rates, the main effect of Script

Familiarity was significant in both analyses, Fsð1; 23Þ ¼
106:90; MSe ¼ 111:59, p < :001; Fið1; 116Þ ¼ 38:94;
MSe ¼ 382:87, p < :001. The main effect of Frequency

was significant in the subjects� analysis, Fsð1; 23Þ ¼
18:10; MSe ¼ 64:47, p < :001, and marginally signifi-

cant in the items� analysis, Fið1; 116Þ ¼ 3:81; MSe ¼
382:87, p < :06. The main effect of Repetition was sig-

nificant in the items� analysis, Fið1; 116Þ ¼ 4:05; MSe ¼
77:86, p < :05, and marginally significant in the subjects�
analysis, Fsð1; 23Þ ¼ 3:07; MSe ¼ 82:04, p < :10.

The interaction between Frequency and Repetition

was significant in both analyses, Fsð1; 23Þ ¼ 5:94,
MSe ¼ 42:41, p < :025; Fið1; 116Þ ¼ 4:05, MSe ¼ 77:86,
p < :05. The interaction between Repetition and Script

Familiarity, Fsð1; 23Þ ¼ :03, MSe ¼ 71:63; Fið1; 116Þ
¼ :03; MSe ¼ 77:86, and the interaction between Fre-

quency and Script Familiarity, Fsð1; 23Þ ¼ :25; MSe
¼ 75:74; Fið1; 116Þ ¼ :06; MSe ¼ 382:87, were not sig-

nificant in either analysis, nor was the three-way inter-

action between Frequency, Repetition, and Script

Familiarity, Fsð1; 23Þ ¼ :20; MSe ¼ 95:07; Fið1; 116Þ ¼
:30; MSe ¼ 77:86.

Nonword trials

For nonword trials, subject and item means of lexical

decision latencies and error rates were submitted to

separate 2 (Script Familiarity: familiar Katakana word

block vs. unfamiliar Katakana transcription block)� 2

(Repetition: repeated vs. unrepeated) ANOVAs. For the

subjects� analyses, Script Familiarity and Repetition

were within-subject factors. For the items� analyses, they
were within-item factors. It should be noted that, for the

nonwords, the Script Familiarity factor refers only to

the word context in which the nonwords were presented.

That is, unlike with the words, the nonwords cannot be

classified as to whether they themselves were presented

in a familiar script or in an unfamiliar script.

In the analyses of lexical decision latencies, the main

effect of Script Familiarity was significant in both analy-

ses, Fsð1; 23Þ ¼ 36:81; MSe ¼ 17650:54, p < :001; Fið1;
119Þ ¼ 289:51; MSe ¼ 12890:53, p < :001. Participants

responded faster on nonword trials when the word targets

were Katakana words. The main effect of Repetition was

marginally significant in the subjects� analysis, Fsð1; 23Þ
¼ 3:84; MSe ¼ 1241:38, p < :07, although it was not

significant in the items� analysis, Fið1; 119Þ ¼ 1:99;
MSe ¼ 6975:44. The interaction between Repetition and

Table 4

Mean lexical decision latencies in milliseconds and error rates in percent in Experiment 2

Word type/frequency Repetition RT difference

Repeated Unrepeated

Katakana word block (with familiar Katakana word targets)

Katakana/high RT 599 (79.71) 612 (80.15) +13

ER 1.95 (3.67) 2.78 (4.78)

Katakana/low RT 650 (107.33) 671 (73.31) +21

ER 5.83 (7.94) 10.00 (7.09)

Nonword RT 797 (169.82) 817 (205.69) +20

ER 8.06 (11.07) 7.50 (12.01)

Katakana transcription block (with unfamiliar Katakana transcription targets)

Kanji/high RT 837 (118.53) 888 (118.96) +51

ER 19.17 (14.08) 18.33 (9.27)

Kanji/low RT 837 (116.10) 880 (122.47) +43

ER 20.56 (14.70) 25.56 (12.99)

Nonword RT 967 (160.19) 975 (160.02) +8

ER 12.36 (10.52) 13.33 (8.96)

Note. RT and ER stand for mean reaction time and error rate, respectively. Standard deviation is in parenthesis.
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Script Familiarity was not significant in either analysis,

Fsð1; 23Þ ¼ :79; MSe ¼ 1167:58; Fið1; 119Þ ¼ :11; MSe
¼ 6874:28.

In the analyses of error rates, the main effect of Script

Familiarity was significant in both analyses, Fsð1; 23Þ
¼ 7:04; MSe ¼ 87:57, p < :025; Fið1; 119Þ ¼ 14:90; MSe
¼ 206:93, p < :001. Participants were more accurate on

nonword trials when the word targets were Katakana

words. The main effect of Repetition was not significant

in either analysis, Fsð1; 23Þ ¼ :05; MSe ¼ 19:16; Fið1;
119Þ ¼ :05; MSe ¼ 113:76, nor was the interaction be-

tween Repetition and Script Familiarity, Fsð1; 23Þ ¼
1:19; MSe ¼ 11:83; Fið1; 119Þ ¼ :58; MSe ¼ 120:21.

Discussion

Cross-script masked repetition priming effects were,

again, observed only for word targets on lexical decision

latencies and error rates. Further, as in Experiment 1,

the masked repetition priming effects were virtually

identical for high frequency and low frequency words in

the latency data for both familiar Katakana-word tar-

gets and unfamiliar Katakana-transcription targets al-

though, in the error data, the effects were again

somewhat larger for low frequency targets than for high

frequency targets. Thus, these data once again mirror

the patterns reported by Forster and Davis (1984).

In addition, as in Experiment 1, there was aRepetition

by Script Familiarity interaction. The cross-scriptmasked

repetition priming effects were larger for the unfamiliar

Katakana-transcription targets than for the familiar

Katakana-word targets. In the present experiment, we

equated the orthographic familiarity ratings ofHiragana-

written primes between the two blocks, so that it is un-

likely that the difference in the sizes of repetition priming

effectswas due toprocessing differences between theprime

stimuli in the two blocks. Further, we used the same

nonwords in the twoblocks. Thus, the effect size difference

also cannot be explained in terms of the nonwords used.

The most straightforward conclusion, therefore, seems to

be that repetition priming effects are larger for words

written in an unfamiliar script than for words written in a

familiar script, a conclusion that is consistent with the

predictions of the phonological activation account.

Finally, significant word frequency effects were ob-

served only for the familiar Katakana-word targets in the

latency data. That is, when Katakana transcriptions of

high and low frequency Kanji words were matched on

orthographic familiarity, the word frequency of the ori-

ginal Kanji words appeared to have no effect on lexical

decision latencies for their Katakana transcriptions.

According to classical lexical models, lexical-decision

making requires lexical selection to be completed. The

lexical-selection process would typically be more or-

thographically based when words were presented in their

familiar script (e.g., Besner & Hildebrandt, 1987),

whereas it would have to be driven by phonological

units for the Katakana transcriptions. If we further as-

sume that the lexical-selection process is frequency sen-

sitive, we should have observed significant word

frequency effects, even for the Katakana transcriptions.

As such, the lack of a frequency effect for the unfamiliar

Katakana transcriptions is problematic for these types

of models. That is, regardless of whether the masked

repetition priming effects are due to lexical activation or

phonological activation, the types of lexical models we

have been considering (i.e., models in which frequency

sensitivity is essentially a component of the lexical units

themselves) are unable to account for these results.

Given the somewhat large error rates, however, espe-

cially for low frequency words in the Katakana-tran-

scription condition, one could argue that any frequency

effects for these stimuli might be somewhat difficult to

find. To address this issue, we divided our participants

into two groups based on their total error rates. Col-

lapsing over the repetition factor, themean error rates for

the high and low frequency Katakana transcriptions were

16.39 and 19.45% in the lower error rate group and 21.11

and 26.67% in the higher error rate group, respectively.

There was no sign of a frequency effect in either group in

the latency data (a nonsignificant 8ms effect in the lower

error rate group and a nonsignificant )16ms effect in the

higher error rate group). As such, it seems unlikely that

the lack of a frequency effect for the Katakana tran-

scriptions was simply due to the larger error rates in the

low frequency condition for these stimuli. We will return

to this issue in Experiment 4.

This complete lack of a frequency effect for the

Katakana transcriptions is, perhaps, surprising to many

readers and, hence, requires a bit more discussion. One

important difference between the Katakana transcrip-

tions and the Katakana words, of course, is that we

selected our high and low frequency Kanji words so that

their transcriptions were matched on orthographic fa-

miliarity ratings. Our reason for doing so was to prevent

participants from using orthographic familiarity as a cue

in lexical-decision making. What we cannot know for

certain, of course, is whether the orthographic famil-

iarity ratings our participants gave us reflected only or-

thographic familiarity or whether they also reflected

some other factor(s) (see Balota, Pilotti, & Cortese, 2001

for a discussion of these issues). If they did reflect some

other factor(s), then, it might be possible to explain the

lack of a frequency effect in terms of that factor(s).

Suppose, for the moment, that our participants were,

in part, basing their ratings on a factor (or factors) other

than orthographic familiarity. Suppose also that that

factor is theoretically relevant to the lexical-selection

process in classical lexical models. Finally, suppose that

the selected stimuli showed a negative correlation be-

tween that factor and frequency. Under these circum-

stances, it would be quite possible that, due to the
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negative correlation between the other factor and fre-

quency, the other factor could have killed the frequency

effect. More concretely, suppose that participants were

using orthographic neighborhood size in their ortho-

graphic familiarity ratings with words having a larger

neighborhood size receiving higher familiarity ratings.

To select high and low frequency stimuli that were

equivalent on rated orthographic familiarity, by neces-

sity, we would have ended up with a set of the low fre-

quency words that had, on average, a larger

neighborhood size than the high frequency words. As a

result, the neighborhood size effect would have poten-

tially cancelled out our frequency effect.

Could something of this sort have happened here?

As noted, our high and low frequency transcriptions

were equated on orthographic neighborhood size.

However, it is not impossible that there was some other

theoretically relevant factor that was negatively corre-

lated with frequency among our selected stimuli. Note

that if that factor is a semantic factor (e.g., ambiguity,

concreteness), it should also affect the size of the fre-

quency effect when these words are presented in their

original Kanji forms. Thus, there should also be little

evidence of a frequency effect when these words are

presented in their Kanji forms. We will return to this

issue in Experiment 4.

What if this unknown factor was a phonological

factor? For example, suppose that participants were

considering how difficult it is to generate a phonological

code when making these judgments. Suppose also that

this is typically easier for high frequency words so that,

in general, high frequency words receive higher ortho-

graphic familiarity ratings. To select high and low fre-

quency words that were equivalent on rated

orthographic familiarity, therefore, by necessity, we

would have ended up with a set of low frequency words

for which it was easier to generate a phonological code

than for our set of high frequency words. If ease of

generation of the phonological code also affects latency

in this task, then it is quite possible that an ‘‘ease of

generation effect’’ would have cancelled out the fre-

quency effect.6

This type of argument makes an obvious prediction.

If it is easier to generate phonological codes for our

selected low frequency words than for our selected high

frequency words, we should observe a reversed fre-

quency effect in a naming task. This is one of the issues

addressed in Experiment 3.

The inability of a model postulating abstract, fre-

quency-sensitive lexical units to explain the lack of a

frequency effect (without claiming that it was due to a

confound) raises an obvious question. Would it be

possible to explain these results if some nonessential

assumptions of the model were altered? For example, we

have been working under the assumption that frequency

sensitivity was essentially a component of the lexical

units themselves. That is, as proposed by classical lexical

models, we have been assuming that word frequency

determines either the resting activation level of the lex-

ical unit or its position in the search process. Thus, any

time a lexical unit is selected, there should be evidence of

frequency effects. In contrast, some researchers have

suggested that word frequency is coded in links between

units rather than in the units themselves (e.g., Besner &

Smith, 1992; McCann & Besner, 1987; McCann et al.,

1988). That is, according to this type of argument, what

is frequency sensitive is not the lexical units themselves

but the linkages between the sublexical units and the

lexical units.

In this type of conceptualization, the speed of lexical

selection would be modulated by the frequency with

which those specific sublexical codes had successfully

selected that lexical unit in the past. If so, word fre-

quency effects may arise only when words are presented

in their familiar script and, hence, only when lexical

selection is driven by the typical orthographic units.

When words are presented in an unfamiliar script,

however, frequency effects would be minimal because

this process would be driven by phonological units that

are being generated based on novel character strings. As

such, the lack of a frequency effect for the Katakana

transcriptions in Experiment 2 could be accommodated

within a model postulating abstract lexical units.

Therefore, if the lexical and phonological activation

accounts are mapped onto this amended lexical model,

both accounts can explain the Frequency by Script Fa-

miliarity interaction in Experiment 2.

In addition, the lexical activation account (when

mapped onto this amended lexical model) could now

explain the Repetition by Script Familiarity interaction.

According to this account, an activated lexical unit fa-

cilitates the lexical-selection process regardless of how

that process was being accomplished (e.g., via ortho-

graphic or via phonological codes). More importantly,

one could easily argue that the slower lexical selection

based on phonological codes should produce larger

levels of facilitation than the faster lexical selection

based on familiar orthographic codes (e.g., as when

Katakana words themselves are presented). Thus, we are

once again in a situation where both the lexical and

phonological activation accounts are viable if both of

these accounts incorporate the assumption that the

linkages between sublexical and lexical units, not the

lexical units themselves, are frequency sensitive. Exper-

iment 3 was an attempt to further discriminate between

these alternatives by examining cross-script masked

repetition priming effects for nonword targets using a

naming task.

6 We thank an anonymous reviewer for suggesting this

possibility.
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Experiment 3

Although both the lexical and phonological activa-

tion accounts can be modified to account for the results

of Experiments 1 and 2, these accounts make further

specific predictions with respect to masked repetition

priming effects for nonword targets. If the cross-script

repetition priming effects are produced by the activation

of abstract lexical units shared by primes and targets,

these effects should be limited to targets that require

lexical selection (e.g., words presented in their familiar

script). On the other hand, if the repetition priming ef-

fects are produced by activated phonological units, the

effects would be expected for all targets, both words and

nonwords.

Note that the question of masked repetition priming

of nonword targets has already been addressed in the

present experiments. For example, in Experiment 2,

primes and targets (both words and nonwords) were

presented in Kana scripts, shallow orthographies with

regular character-to-sound relationships. No priming

effects were observed for these nonword targets. If the

cross-script repetition priming effects were mediated by

phonological units, repetition priming effects would

have been expected not only for word targets but also

for nonword targets. As originally argued by Forster

and Davis (1984), however, our (and their) failure to

observe masked repetition priming effects for nonwords

appears to provide evidence in favor of a lexical acti-

vation account and against any nonlexical (e.g., pho-

nologically based) account of repetition priming.

Bodner andMasson (1997) have argued, however, that

masked repetition priming effects for nonword targets in

lexical decision tasks are often quite difficult to detect

because whatever processing advantage those stimuli

would receive during early stages of processing would

inevitably be canceled at the decision-making stage

(during which this facilitation would create a ‘‘word’’

bias). Specifically, what Bodner and Masson suggested is

that masked repetition primes would facilitate the con-

struction of abstract orthographic representations prior

to lexical selection. Whenever the construction of ortho-

graphic representations is facilitated in this fashion, it

would create increased perceptual fluency which would

increase the familiarity value calculated for that target

stimulus. As a consequence, participants would be biased

to make ‘‘word’’ decisions during the decision-making

process. Thus, for word targets, repetition priming effects

would be produced due both to the facilitation during

orthographic processing and to the ‘‘word’’ bias during

the decision-making process. To make correct ‘‘non-

word’’ decisions for repeated nonwords, however, extra

time would be required to overcome this ‘‘word’’ bias.

Thus, any benefit of repetition priming for nonword tar-

gets during orthographic processing would be counter-

acted and, hence, difficult to detect.

Note that Bodner and Masson�s (1997) account is

based on the idea that what is being facilitated in masked

repetition priming experiments is the construction of or-

thographic representations. As noted earlier, because

there is little orthographic similarity between the different

Japanese scripts, different orthographic representations

would be generated by our primes and targets even in the

repetition condition. Thus, if Bodner and Masson are

correct, there should be no cross-script masked repetition

priming effects for either word targets or nonword targets

in our experiments. However, their point about the diffi-

culty of observing repetition priming effects for nonwords

in lexical decision is well-taken. Further, as Masson and

Isaak (1999) suggest, Bodner and Masson�s explanation
could be rephrased in terms of phonological representa-

tions (see also Lukatela & Turvey, 1994). (And such an

account could essentially become the phonological acti-

vation account discussed here.) If it were, it would appear

to provide an explanation for the lack of significant rep-

etition priming effects for nonword targets in our lexical

decision experiments. Therefore, the lack of masked rep-

etition priming effects for nonwords in our lexical decision

experiments would not necessarily be inconsistent with an

account of cross-script repetition priming effects based on

phonological codes.

Masson and Isaak (1999) have suggested that masked

repetition priming effects for nonwords, if they do exist,

should be more easily detectable in a naming task be-

cause this task does not involve a decision-making

process. In fact, as previously noted, Masson and Isaak

did obtain significant masked repetition priming effects

not only for word targets but also for nonword targets in

their naming experiment. Consequently, in Experiment

3, we attempted to test our two amended accounts by

examining cross-script masked repetition priming effects

for nonwords using a naming task. If the lexical acti-

vation account is correct, we would expect to find

masked repetition priming effects only for words that are

named lexically (i.e., those presented in a familiar

script). If the masked repetition priming effects are due

to phonological activation, however, we would expect to

find those effects for both words and nonwords.

Note also that both accounts predict frequency ef-

fects only for words presented in a familiar script be-

cause only those words are named lexically. Finally, as

discussed above, the existence or nonexistence of a fre-

quency effect for the transcriptions in naming has im-

plications for theorizing about the lack of a frequency

effect for transcriptions in lexical decision. That is, it is

possible that the reason there was no frequency effect for

transcriptions in Experiment 2 was that it was actually

easier to generate phonological codes for the selected

low frequency words than for the selected high fre-

quency words. If this is the case, the expectation is that

those same transcription targets will show a reverse

frequency effect in Experiment 3.
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Method

Participants

Twenty-four undergraduate students from Chukyo

University participated in this experiment for course

credit. All were native Japanese speakers who had nor-

mal or corrected-to-normal vision. None had partici-

pated in any of the previous experiments.

Stimuli

The word stimuli were the two sets of Katakana

transcription (of Kanji word) pairs and the two sets of

Katakana word pairs used in Experiment 2. In addition,

60 of the nonwords used in Experiment 2 were selected

and divided into two sets of 30 nonwords. In the same

manner as in Experiment 2, four sets of nonword pairs

were created, each of which consisted of 15 repeated and

15 unrepeated pairs.

Forster and Davis (1991) reported that interference is

produced in naming tasks (but not in lexical decision

tasks) if (masked) primes and targets have different on-

sets. To eliminate contamination from this ‘‘onset ef-

fect,’’ all the unrepeated primes were replaced with new

items having the same initial character (thus, the same

initial syllable (mora)) as their targets (although they

were written in a different script). These unrepeated

primes and targets consisted of different characters in

other character positions, however.

In the same manner as in Experiment 2, a set of word

pairs and a set of nonword pairs were combined to

create stimulus sets for the familiar Katakana-word

block and the unfamiliar Katakana-transcription block,

respectively. Thus, each block consisted of 60 word

target and 30 nonword target trials.

Apparatus and procedure

The apparatus and the procedure were identical to

those in Experiment 2 with following exceptions. Par-

ticipants were asked to name a Katakana character

string aloud appearing on the video monitor as quickly

and as accurately as possible. Participants� vocal re-

sponses were registered by a microphone connected to a

voice key interfaced to the computer. The vocal response

terminated the stimulus presentation. Naming latency

was measured from the onset of the target to the onset of

the response. An experimenter was in a different room

but was able to check the participants� vocal responses
through audio/video monitors and record errors. As in

Experiment 2, this experiment consisted of Katakana-

word and Katakana-transcription blocks presented in a

counterbalanced order. Each block consisted of 90 trials.

Twelve practice trials were given prior to each block.

Results

A trial was considered a mechanical error if the

participant�s vocal response failed to trigger the voice

key or some extraneous sound triggered the voice key.

There were 11 mechanical errors (0.25%) in total. The

mechanical errors were excluded from the data analyses.

In addition, naming latencies less than 250ms or greater

than 1200ms were classified as errors and excluded from

the latency analyses. A total of 16 data points (0.37%)

were excluded in this fashion. Mean naming latencies of

correct responses and mean error rates were calculated

across participants and items separately. The mean

naming latencies and error rates averaged over the

participants are presented in Table 5.

Nonword trials

For nonword trials, subject and itemmeans of naming

latencies and error rates were submitted to separate 2

(Script Familiarity)� 2 (Repetition) ANOVAs as in Ex-

periment 2. As in Experiment 2, in the nonword analysis,

the script familiarity factor refers only to theword context

in which the nonwords were presented.

In the analyses of naming latencies, the main effect of

Repetition was significant in both analyses, Fsð1; 23Þ ¼
10:03; MSe ¼ 767:72, p < :01; Fið1; 59Þ ¼ 5:92; MSe ¼
2312:64, p < :025. However, neither the main effect of

Script Familiarity, Fsð1; 23Þ ¼ :54; MSe ¼ 2418:95; Fið1;
59Þ ¼ 1:88; MSe ¼ 1714:89; nor the interaction between

Repetition and Script Familiarity, Fsð1; 23Þ ¼ :12; MSe
¼ 643:19; Fið1; 59Þ ¼ :00; MSe ¼ 4177:89, was signifi-

cant in either analysis. In the analyses of error rates,

neither of the main effects nor the interaction ap-

proached significance in either analysis (all Fs < 1:30).

Word trials

As in Experiment 2, subject and item means of

naming latencies and error rates for word trials were

submitted to separate 2 (Script Familiarity)� 2 (Fre-

quency)� 2 (Repetition) ANOVAs. In the analyses of

naming latencies, the main effect of Script Familiarity

was significant in both the subjects� and the items�
analyses, Fsð1; 23Þ ¼ 91:68; MSe ¼ 1772:39, p < :001; Fi
ð1; 116Þ ¼ 72:82; MSe ¼ 2808:60, p < :001. The main

effect of Repetition was also significant in both analyses,

Fsð1; 23Þ ¼ 24:95; MSe ¼ 549:15, p < :001; Fið1; 116Þ ¼
29:26, MSe ¼ 527:27, p < :001. The main effect of Fre-

quency was significant in the subjects� analysis, Fsð1;
23Þ ¼ 15:56; MSe ¼ 231:37, p < :01, although not in the

items� analysis, Fið1; 116Þ ¼ 1:87; MSe ¼ 2808:60.
The interaction between Frequency and Script Fa-

miliarity was significant in the subjects� analysis, Fsð1;
23Þ ¼ 10:86; MSe ¼ 260:78, p < :01, although not in the

items� analysis, Fið1; 116Þ ¼ 1:12; MSe ¼ 2808:60. The

interaction between Repetition and Script Familiarity,

Fsð1; 23Þ ¼ 1:06; MSe ¼ 333:11; Fið1; 116Þ ¼ :66; MSe
¼ 527:27, and the interaction between Frequency and

Repetition, Fsð1; 23Þ ¼ :39; MSe ¼ 371:46; Fið1; 116Þ
¼ :07; MSe ¼ 527:27, were not significant in either

analysis, nor was the three-way interaction between
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Frequency, Repetition, and Script Familiarity, Fsð1; 23Þ
¼ :16, MSe ¼ 364:46; Fið1; 116Þ ¼ :68; MSe ¼ 527:27.

To examine the significant interaction between Fre-

quency and Script Familiarity, planned comparisonswere

conducted contrasting the difference between the high and

low frequency conditions for each target type by col-

lapsing across the Repetition factor. The 16ms difference

between the high and low frequency words in the Kata-

kana-word block was significant in both analyses,

tsð23Þ ¼ 8:33, p < :001 one-tailed; tið58Þ ¼ 2:05, p < :025
one-tailed, whereas the 2ms difference in the Katakana-

transcription block was not significant in either analysis,

tsð23Þ ¼ :35 one-tailed; tið58Þ ¼ :14 one-tailed. As such,

the significant interaction between Frequency and Script

Familiarity reflects the fact that a frequency effect existed

only for familiar Katakana-word targets.

In the analyses of error rates, the main effect of Script

Familiarity was significant in both analyses, Fsð1; 23Þ ¼
23:03; MSe ¼ 14:63; p < :001; Fið1; 116Þ ¼ 10:41; MSe
¼ 40:72, p < :01. The main effect of Repetition was also

significant in both analyses, Fsð1; 23Þ ¼ 5:36, MSe ¼
14:22; p < :05; Fið1; 116Þ ¼ 5:30, MSe ¼ 18:24; p < :025.
The main effect of Frequency was not significant in ei-

ther analysis, Fsð1; 23Þ ¼ :06; MSe ¼ 13:51; Fið1; 116Þ
¼ :86; MSe ¼ 40:72.

The interaction between Repetition and Script Fa-

miliarity was significant in both analyses, Fsð1; 23Þ ¼
6:16; MSe ¼ 15:47, p < :025; Fið1; 116Þ ¼ 6:52, MSe ¼
18:24, p < :025. The interaction between Frequency and

Script Familiarity, Fsð1; 23Þ ¼ :94; MSe ¼ 16:85; Fi
ð1; 116Þ ¼ :49; MSe ¼ 40:72, and the interaction be-

tween Frequency and Repetition, Fsð1; 23Þ ¼ 1:06; MSe
¼ 15:06; Fið1; 116Þ ¼ 1:09; MSe ¼ 18:24, were not sig-

nificant in either analysis, nor was the three-way inter-

action between Frequency, Repetition, and Script

Familiarity, Fsð1; 23Þ ¼ 1:88, MSe ¼ 12:64; Fið1; 116Þ ¼
1:67, MSe ¼ 18:24.

To examine the significant interaction between Rep-

etition and Script Familiarity, planned comparisons

were conducted contrasting the difference between the

repeated and unrepeated conditions for each target type

by collapsing across the Frequency factor. In the

Katakana-transcription block, fewer errors were ob-

served in the repeated condition than in the unrepeated

condition. The difference between the two conditions

was significant in both analyses, tsð23Þ ¼ 2:62, p < :01
one-tailed; tið59Þ ¼ 2:67 p < :01 one-tailed. In the

Katakana-word block, however, the difference between

the two conditions was not significant in either analysis,

tsð23Þ ¼ �:31 one-tailed; tið59Þ ¼ �:30 one-tailed. Thus,

the Repetition by Script Familiarity interaction reflects

the fact that a repetition priming effect was observed

only for unfamiliar Katakana transcription targets.

Comparisons of repetition priming effects for words and

nonwords

To further compare the masked repetition priming

effect sizes for words and nonwords, subject and item

means of naming latencies were submitted to separate 2

(Script Familiarity)� 2 (Repetition)� 2 (Lexicality:

Words vs. Nonwords) ANOVAs with the Frequency

factor collapsed for word targets.

The main effects of Script Familiarity, Fsð1; 23Þ
¼ 20:83; MSe ¼ 2482:44, p < :001; Fið1; 236Þ ¼ 27:44;
MSe ¼ 4719:21, p < :001, Repetition, Fsð1; 23Þ ¼ 28:39,
MSe ¼ 515:44; p < :001; Fið1; 236Þ ¼ 15:45;MSe ¼

Table 5

Mean naming latencies in milliseconds and error rates in percent in Experiment 3

Word type/frequency Repetition RT difference

Repeated Unrepeated

Katakana word block (with familiar Katakana word targets)

Katakana/high RT 480 (47.01) 497 (52.80) +17

ER 1.11 (2.54) 0.83 (2.25)

Katakana/low RT 499 (49.07) 510 (52.19) +11

ER 1.69 (2.99) 1.67 (3.54)

Nonword RT 572 (90.35) 592 (80.62) +20

ER 8.35 (6.88) 10.67 (11.24)

Katakana transcription block (with unfamiliar Katakana transcription targets)

Kanji/high RT 544 (63.37) 564 (68.84) +20

ER 2.22 (3.21) 6.17 (7.64)

Kanji/low RT 546 (65.41) 565 (63.46) +19

ER 3.06 (4.39) 4.45 (4.68)

Nonword RT 581 (82.83) 597 (76.64) +16

ER 9.45 (9.61) 9.72 (9.42)

Note. RT and ER stand for mean reaction time and error rate, respectively. Standard deviation is in parenthesis.

52 Y. Hino et al. / Journal of Memory and Language 48 (2003) 33–66



1883:47, p < :001, and Lexicality, Fsð1; 23Þ ¼ 96:50;
MSe ¼ 1971:59, p < :001; Fið1; 236Þ ¼ 101:93; MSe ¼
4719:21, p < :001, were all significant in both the subjects�
and items� analyses. The Lexicality by Script Familiarity

interaction was also significant in both analyses, Fsð1;
23Þ ¼ 37:46; MSe ¼ 831:15; p < :001; Fið1; 236Þ ¼
16:58; MSe ¼ 4719:21, p < :001. But neither the Repeti-

tion by Script Familiarity interaction, nor the Lexicality

by Repetition interaction, nor the three-way interaction

between Lexicality, Repetition, and Script Familiarity

was significant in either analysis, all F s < :50. The lack of

a significant interaction between Lexicality and Repeti-

tion reflects the fact that masked repetition priming effect

sizes were similar for words and nonwords.

To examine the significant Lexicality by Script Fa-

miliarity interaction, planned comparisons were con-

ducted contrasting the lexicality effects for each target

type by collapsing the Repetition factor. In the Kata-

kana word block, the 86ms lexicality effect was signifi-

cant in both analyses, tsð23Þ ¼ 9:77, p < :001 one-tailed;

tið118Þ ¼ 10:67, p < :001 one-tailed. In the Katakana

transcription block, the 35ms lexicality effect was also

significant in both analyses, tsð23Þ ¼ 5:71, p < :001 one-

tailed; tið118Þ ¼ 4:09, p < :001 one-tailed. As such, the

Lexicality by Script Familiarity interaction reflects the

fact that the lexicality effect was larger in the Katakana-

word block than in the Katakana-transcription block.

Discussion

Paralleling the results of the two previous experi-

ments, significant cross-script masked repetition priming

effects were observed in a naming task and these effects

were essentially the same size for high and low frequency

words. In addition, paralleling the lexical decision re-

sults of Experiment 2, significant word frequency effects

were observed only for the familiar Katakana word

targets in the analysis of naming latencies. Most im-

portantly, however, unlike in the previous experiments,

repetition priming effects were observed for nonwords.

In fact, the sizes of the priming effects were essentially

identical for nonwords, familiar script words and unfa-

miliar script words. Finally, consistent with Besner and

Hildebrandt�s (1987) data, naming responses were faster

for word targets than for nonword targets even in the

unfamiliar Katakana-transcription block, although the

word-nonword difference in that block was smaller than

in the familiar Katakana-word block.

The results for the Katakana transcriptions are actu-

ally quite similar to those reportedbyMcCannandBesner

(1987) using English stimuli. McCann and Besner exam-

ined base-word frequency effects in the naming of pseud-

ohomophones (see also Besner, 1999, for a review). As

previously noted, pseudohomophones are nonwords

which, when pronounced, sound like real words. Because

pseudohomophones possess novel orthographic patterns,

theyare similar toKatakana transcriptionsofKanjiwords

like those used in our experiments, although Japanese

readers classify these Katakana transcriptions as words.

In their naming experiment, McCann and Besner

(1987) failed to observe a significant base-word fre-

quency effect in the naming of pseudohomophones, al-

though naming latencies for pseudohomophones were

faster than those for pronounceable nonwords, paral-

leling the present results. Because of the pseudohomo-

phone advantage, McCann and Besner suggested that

pseudohomophone naming was guided by lexical infor-

mation. That is, they argued that there was some in-

teraction between phonological units and lexical units

and that that interaction facilitated either the phono-

logical coding process or the articulatory code genera-

tion process (or both) for pseudohomophones but not

for pronounceable nonwords. However, because of the

lack of a base-word frequency effect, McCann and

Besner also argued that the lexical units themselves are

not frequency sensitive. Rather, in line with the amended

models considered here, it is the links between repre-

sentational units that are assumed to be frequency sen-

sitive (see also Plourde & Besner, 1997).

Following McCann and Besner�s (1987) arguments,

therefore, the faster latencies for words in both the fa-

miliar and unfamiliar script blocks can be taken to mean

that lexical information was involved in the naming of

word targets even when they appeared in an unfamiliar

script. Therefore, according to the lexical activation

account, masked repetition priming effects would be

expected for both types of word targets, as was ob-

served. The problem for this account, however, is that

significant masked repetition priming effects were also

observed for nonword targets. According to the lexical

activation account, it should not be possible to observe

cross-script masked repetition priming of nonwords

because they would not benefit from lexical activation.

Further, as previously noted, it would not be possible to

explain those effects in terms of priming at the ortho-

graphic level (as done by Bodner & Masson, 1997) be-

cause there is little orthographic similarity between

different Japanese scripts.

In contrast, the amended phonological activation

account is consistent with the present results. That is,

this account can explain the similar size masked repeti-

tion priming effects for nonword targets and both types

of word targets. In addition, the lack of a frequency

effect and the smaller but still significant lexicality effect

for the unfamiliar transcription targets could also be

explained essentially using McCann and Besner�s (1987)
analysis. As such, based on the present data, this ac-

count appears to be a better explanation of masked

repetition priming than the lexical activation account.

Finally, note also that there was not a reverse fre-

quency effect for the transcriptions. This result indicates

that it was not easier to generate phonological codes from
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the selected low frequency words than from the selected

high frequency words. Thus, an explanation based on this

premise does not appear to be a good explanation of the

lack of a frequency effect in Experiment 2.

Experiment 4

As discussed earlier, the fact that there were essen-

tially no word frequency effects for the unfamiliar

Katakana transcriptions of Kanji words in Experiment 2

is clearly a problem for classical lexical models. In the

classical lexical models, frequency is supposed to be

encoded in the lexical units and, thus, regardless of how

those units are accessed, frequency effects should

emerge. However, this lack of an effect for the tran-

scriptions is only problematic if there actually are fre-

quency effects for the original Kanji words. If those

words do not show frequency effects, it would indicate

either: (a) that the lexical units for those words had fairly

equivalent frequency sensitivities even though the words

themselves had different frequencies in the language or

(b) that there was a theoretically relevant variable (e.g.,

ambiguity, concreteness) that was negatively correlated

with frequency among our stimuli (see Borowsky &

Masson, 1999, for a similar argument). To address this

potential criticism, we conducted single item lexical de-

cision and naming tasks using the 60 original Kanji

words which were used to generate the unfamiliar

Katakana-transcription targets in Experiments 2 and 3.

In addition, as previously noted, the error rates for

the Katakana-transcription targets were fairly high, es-

pecially for low frequency words, in the lexical decision

task of Experiment 2. Thus, there is the possibility that

any existing frequency effect for these Katakana tran-

scriptions may be undetected in the latency data due to

the higher error rates. To address this issue, we also

conducted a single item lexical decision task for the 60

Katakana transcriptions.

Further, it may be possible to argue that the lack of a

frequency effect for the Katakana transcriptions in the

naming task of Experiment 3 was due to the fact that the

stimulus set involved nonwords. For example, Baluch

and Besner (1991), Hudson and Bergman (1985), and

Tabossi and Laghi (1992) reported that word frequency

and semantic priming effects, which were significant

when the stimulus set consisted only of words, disap-

peared when the stimulus set involved nonwords, at least

when using shallow orthographies such as Dutch and

Italian as well as phonologically transparent words (in

which vowels are specified with vowel letters and dia-

critics) in Persian. Because Katakana is also a shallow

script, one could also make the same argument here. If

so, it may be possible that the Katakana transcriptions

would produce a significant frequency effect when non-

words were not included in the stimulus set. To address

this issue, we also conducted a single item naming task

using these Katakana transcriptions.

Method

Participants

One hundred and six undergraduate students from

Chukyo University participated in this experiment for

course credit. Four tasks (a lexical decision task with

Kanji words, a lexical decision task with Katakana

transcriptions, a naming task with Kanji words, and a

naming task with Katakana transcriptions) were sepa-

rately conducted. Thirty-four students participated in

the lexical decision task with Katakana transcriptions.

Twenty-four students participated in each of the other

three tasks. All were native Japanese speakers who had

normal or corrected-to-normal vision. None had par-

ticipated in any of the previous experiments.

Stimuli

The word stimuli were either the 30 high and 30 low

frequency original Kanji words which were used to create

the unfamiliar Katakana transcription targets by tran-

scribing them intoKatakana inExperiments 2 and3or the

Katakana transcriptions themselves. In the two naming

tasks, the stimulus sets consisted only of word stimuli

(either the 60 Kanji words or the 60 Katakana transcrip-

tions). Sixty Kanji nonwords were created by combining

two Kanji characters which have only a single pronunci-

ation and were used in the lexical decision task with the

Kanji words. In the lexical decision task with the Kata-

kana transcriptions, 60 Katakana nonwords were used,

which were transcribed from those Kanji nonwords. In

both lexical decision tasks, the syllabic lengths for these

nonwords were matched with those of the Kanji words.

Apparatus and procedure

In the lexical decision tasks, the apparatus was the

same as that in Experiment 2. Participants in the lexical

decision tasks were asked to make a lexical decision to a

character string appearing on the video monitor by

pressing either the ‘‘Word’’ or ‘‘Nonword’’ key on the

computer keyboard. In the naming tasks, the apparatus

was the same as that in Experiment 3. Participants were

asked to name a word aloud into the microphone when

it appeared on the video monitor.

In each task, a trial was initiated with a 50ms 400Hz

beep signal. Following the beep, a fixation point ap-

peared at the center of the video monitor. One second

after the onset of the fixation point, a stimulus was

presented above the fixation point. Participants were

required to respond to the stimulus as quickly and as

accurately as possible. The participant�s response ter-

minated the presentation of the stimulus and the fixation

point. In the lexical decision tasks, lexical decision la-

tency from the onset of the stimulus to the participant�s
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key press and whether the response was correct were

automatically recorded by the computer. In the naming

tasks, naming latency was measured from the onset of

the stimulus to the onset of the vocal response. An ex-

perimenter checked the participants� responses from a

different room through audio/video monitors and re-

corded errors. In each task, 16 practice trials were given

prior to the experimental trials. The intertrial interval

was two seconds.

Results

Lexical decision task with Kanji words

Lexical decision latencies less than 250ms or greater

than 1600ms were classified as errors and excluded from

the latency analyses. A total of 12 data points (0.42%)

were excluded in this fashion. Mean lexical decision la-

tencies for correct responses and mean error rates were

calculated across participants and items separately. The

mean lexical decision latencies and error rates from the

subjects� analysis are presented in Table 6.

In the analyses of lexical decision latencies, the 39ms

frequency effect was significant both in the subjects� and
items� analyses, tsð23Þ ¼ 5:75; p < :001; tið58Þ ¼ 2:64,
p < :025. In the analyses of error rates, the 7.09% fre-

quency effect was also significant in both analyses,

tsð23Þ ¼ 4:02, p < :025; tið58Þ ¼ 2:44, p < :025.

Lexical decision task with Katakana transcriptions

Lexical decision latencies less than 250ms or greater

than 1600ms were classified as errors and excluded from

the latency analyses. There were 10 participants whose

error rate was greater than 20%. These participants� data
were excluded from the analyses. Thus, the analyses were

conducted on the remaining 24 participants� data. In these
data, a total of 50 data points (1.74%) were classified as

errors due to the cutoff criteria noted above. Mean lexical

decision latencies for correct responses and mean error

rates were calculated across participants and items sepa-

rately. The mean lexical decision latencies and error rates

from the subjects� analysis are presented in Table 6.

In the analyses of lexical decision latencies, the 7ms

frequency effect was not significant in either analysis,

tsð23Þ ¼ 1:05; tið58Þ ¼ :04. In the analyses of error rates,

the 3.33% frequency effect was significant in the subjects�
analysis, tsð23Þ ¼ 2:85, p < :01, although not in the

items� analysis, tið58Þ ¼ :64.

Naming task with Kanji words

A trial was considered a mechanical error if the par-

ticipant�s vocal response failed to trigger the voice keyor if
an extraneous sound triggered the voice key. There were 7

mechanical errors (0.49%) in total and these were ex-

cluded from the data analyses. In addition, naming la-

tencies less than 250ms or greater than 1200ms were

classified as errors and excluded from the latency analyses.

A total of 44 data points (3.06%) were excluded in this

fashion. Mean naming latencies of correct responses and

mean error rates were calculated across participants and

items separately. The mean naming latencies and error

rates from the subjects� analyses are presented in Table 6.

In the analyses of naming latencies, the 56ms fre-

quency effect was significant both in the subjects� and the

items� analyses, tsð23Þ ¼ 9:31, p < :001; tið58Þ ¼ 2:82,
p < :01. In the analyses of error rates, the 4.26% fre-

quency effect was significant in the subjects� analysis,
tsð23Þ ¼ 2:84; p < :01, although not in the items� anal-
ysis, tið58Þ ¼ 1:21, p > :10.

Naming task with Katakana transcriptions

A trial was considered a mechanical error if the

participant�s vocal response failed to trigger the voice

Table 6

Mean lexical decision and naming latencies in milliseconds and error rates in percent in Experiment 4

Task: Stimulus type Word frequency RT difference

Low High

Lexical decision tasks

Kanji words RT 587 (77.54) 548 (69.34) +39

ER 13.06 (7.22) 5.97 (5.73)

Katakana transcriptions RT 801 (91.01) 794 (100.55) +7

ER 17.22 (7.06) 13.89 (6.35)

Naming tasks

Kanji words RT 705 (82.29) 649 (84.15) +56

ER 12.24 (8.09) 7.98 (6.15)

Katakana transcriptions RT 573 (109.19) 567 (103.18) +6

ER 4.45 (3.37) 4.05 (3.56)

Note. RT and ER stand for mean reaction time and error rate, respectively. Standard deviation is in parenthesis. In the lexical

decision task with Kanji words, mean lexical decision latency and error rate for Kanji nonwords were 683ms ðSD ¼ 114:56Þ and

14.03% ðSD ¼ 9:30Þ, respectively. In the lexical decision task with Katakana transcriptions, mean lexical decision latency and error rate

for Katakana nonwords were 890ms ðSD ¼ 109:74Þ and 8.19% ðSD ¼ 6:65Þ, respectively.
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key or if an extraneous sound triggered the voice key.

There were 5 mechanical errors (0.35%) in total and

these were excluded from the data analyses. In addition,

naming latencies less than 250ms or greater than

1200ms were classified as errors and excluded from the

latency analyses. A total of 7 data points (0.49%) were

excluded in this fashion. Mean naming latencies of

correct responses and mean error rates were calculated

across participants and items separately. The mean

naming latencies and error rates from the subjects�
analyses are presented in Table 6.

In the analyses of naming latencies, the 6ms frequency

effect was not significant in either analysis, tsð23Þ ¼
1:67; tið58Þ ¼ :39, nor was the 0.40% frequency effect in

the analyses of error rates, tsð23Þ ¼ :45; tið58Þ ¼ :24.

Discussion

Significant frequency effects were observed in re-

sponse latencies and error rates for the original Kanji

words in both lexical decision and naming tasks,

whereas for their Katakana transcriptions, significant

frequency effects were not observed in the analyses of the

latency data in either task (as in Experiments 2 and 3).

As such, even with lower error rates, lexical decision

latencies for the Katakana transcriptions were not sen-

sitive to the word frequency of the original Kanji words.

Similarly, even without nonword stimuli in the stimulus

set, naming latencies for the Katakana transcriptions

were not sensitive to the word frequency of the original

Kanji words. Further, given the significant frequency

effect for the original Kanji words, the lack of a fre-

quency effect for the Katakana transcriptions cannot be

attributed to any articulation onset differences between

the high and low frequency conditions. Thus, these re-

sults are consistent with the conclusion that the results

of the previous experiments were not due to the selected

methodology.

One might also note that, in the lexical decision task,

participants� responses were faster and more accurate

for the original Kanji words than for their Katakana

transcriptions. In contrast, in the naming task, responses

were slower and less accurate for the original Kanji

words than for their Katakana transcriptions. These

results appear to reflect the fact that phonological cod-

ing is more difficult for Kanji words than for their

Katakana transcriptions. As previously noted, each

Katakana character corresponds to a single syllable

(mora), whereas each Kanji character generally pos-

sesses multiple pronunciations. Due to the greater in-

consistency between orthography and phonology for

Kanji words than for their Katakana transcriptions, it

would be expected that phonological coding would be

more difficult for Kanji words than for their Katakana

transcriptions.

General discussion

Masked repetition priming effects have been taken as

empirical support for the conception of the lexicon of-

fered by classical lexical models. In the present paper, we

examined word frequency and masked repetition prim-

ing effects across different types of Japanese scripts using

lexical decision and naming tasks as a means of exam-

ining the strength of this evidence. Our experimental

results are summarized in Table 7.

First, cross-script masked repetition priming effects

were observed in Japanese. That is, it was possible to

obtain masked repetition priming effects when the or-

thographic characteristics of the prime and target were

completely different. In addition, when word targets

were presented in their normal scripts in our lexical

decision tasks (Experiments 1 and 2), the masked repe-

tition priming effects were observed only for word tar-

gets and these effects were additive with word frequency

in the latency data (although interactive in the error

data). Thus far, these results are consistent with those

reported by Forster and Davis (1984) and, hence, they

support the argument that abstract lexical units do exist

and that masked repetition priming effects are due to the

activation of these abstract lexical units.

When the results for word targets presented in an un-

familiar script are also considered, however, it becomes

difficult to explain our results in terms of a lexical acti-

vation account. First of all, the sizes of masked repetition

priming effects weremodulated by the script familiarity of

the target stimuli, although only in lexical decision tasks.

Whereas masked repetition priming effects were smaller

whenword targets were presented in a familiar script than

when they were presented in an unfamiliar script in lexical

decision tasks (Experiments 1 and 2), the sizes of the

masked repetition priming effects were virtually the same

for the familiar and unfamiliar script targets in a naming

task (Experiment 3). In addition, a frequency by script

familiarity interaction was observed in both lexical deci-

sion and naming tasks. Whereas a significant frequency

effect was observed when words were presented in a fa-

miliar script (in Experiments 1, 2, 3, and 4), the effect was

diminished (in Experiment 1) or eliminated (in Experi-

ments 2, 3, and 4) when these words were presented in an

unfamiliar script in both tasks. Finally, we replicated the

significant masked repetition priming effects for non-

words in a naming task, as reported byMasson and Isaak

(1999), as well as the finding that the sizes of the masked

repetition priming effects were similar for words and

nonwords.

According to the lexical activation account, any sig-

nificant cross-script masked repetition priming effects

would be due to the automatic activation of the abstract

lexical units. This account has the following difficulties

explaining the results of our experiments. Assuming that

masked repetition priming effects are due solely to lexical
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activation, there would be no reason to expect that the

effect sizes would bemodulated by the script familiarity of

the targets. In addition, if lexical units are assumed to be

frequency sensitive, this account predicts that a masked

repetition priming effect should always be accompanied

by a frequency effect. Although masked repetition prim-

ing effects were significant for the unfamiliar transcription

targets, we failed to observe a frequency effect for these

targets in both lexical decision and naming tasks.

These problems appear to be solved, however, if we

assume that what is frequency sensitive is not the lexical

units themselves but the linkage between sublexical and

lexical units and that the lexical-selection process shows a

greater amount of facilitation (due to the pre-activation of

the lexical units) when this process is driven by phono-

logical units. Nonetheless, even this amended lexical ac-

tivation account has problems. Particularly, it fails to

explain the existence of masked repetition priming effects

for nonwords. In the remainder of the General discussion

we will consider how well alternatives to this account can

explain the present data and, at the end, will discuss how

this accountmight be amended in order to explainmasked

repetition priming of nonwords.

Masked repetition priming as a phonological activation

phenomenon

Given the difficulty in explaining these results in terms

of the lexical activation account, the first question is

whether it is possible to explain our results in terms of the

phonological activation account. Assuming that masked

repetition priming effects are due solely to phonological

activation, the Repetition by Script Familiarity interac-

tion in lexical decision and the lack of this interaction in

naming would be expected. In addition, this account is

also consistent with the similar size masked repetition

priming effects for word and nonword targets in our

naming task. Further, because our unfamiliar transcrip-

tion targets are written in the shallow Katakana script,

phonological coding for these transcriptions would, in

general, be done nonlexically, whereas lexical phonolog-

ical coding would typically be involved for the familiar

Katakana word targets. As a result, a much larger fre-

quency effect should be observed for the Katakana word

targets than for the Katakana transcription targets in the

naming task, as was observed.

This assumption that both transcriptions and non-

words are named nonlexically, however, causes the basic

phonological activation account to run into a problem.

That is, it causes this account to fail to explain the naming

advantage for the transcriptions over the nonwords. As

noted, this account also fails to explain the Frequency by

Script Familiarity interaction in our lexical decision tasks

if the assumption that frequency sensitivity is in the lexical

units themselves ismaintained. If, however, this account is

modified by assuming that what is frequency sensitive is

the links between sublexical and lexical units, these

problems can be solved. That is, the account can then

Table 7

Masked repetition priming, word frequency, and lexicality effect sizes observed in Experiments 1, 2, 3, and 4

Experiment: Target type Repetition effect Frequency effect Lexicality effect

Experiment 1: (Lexical decision task)

Familiar Kanji-word targets +17� +114�

Kanji-nonword targets )3
Unfamiliar Katakana-transcription targets +125� +52�

Katakana-nonword Targets +8

Experiment 2: (Lexical decision task)

Familiar Katakana-word targets +17� +55�

Katakana-nonword targets +20

Unfamiliar Katakana-transcription targets +47� )4
Katakana-nonword targets +8

Experiment 3: (Naming Task)

Familiar Katakana-word targets +14� +16� +86�

Katakana-nonword targets +20�

Unfamiliar Katakana-transcription targets +20� +2 +35�

Katakana-nonword targets +16�

Experiment 4: (Lexical decision task)

Familiar Kanji-word targets +39�

Unfamiliar Katakana-transcription targets +7

Experiment 4: (Naming task)

Familiar Kanji-word targets +56�

Unfamiliar Katakana-transcription targets +6

* p < :05.
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explain the lack of a frequency effect for the unfamiliar

transcriptions in the lexical decision tasks and, in linewith

McCann and Besner�s (1987) arguments, the account can

also explain the latency advantage for the unfamiliar

transcription targets over the nonword targets in our

naming task. That is, as suggested byMcCann andBesner

(see alsoBesner, 1999; Besner&Hildebrandt, 1987), if it is

assumed that there is an interaction between phonological

units and lexical units, this interaction could facilitate

phonological coding (or articulatory code generation) for

the transcriptions but not for the nonwords. As such, in

contrast to the lexical activation account, the amended

phonological activation account appears to be consistent

with virtually all of our results.

PDP accounts

Given that our results appear to be explained better

in terms of phonological activation than in terms of the

activation of lexical units, a reasonable question would

be whether it is possible to account for our results in

terms of a theory that doesn�t contain lexical units at all.

In fact, Masson and colleagues (Masson, 1999; Masson

& Isaak, 1999) and Van Orden et al. (1990) suggested

phonological activation accounts of masked repetition

priming effects based on PDP-type models, models that

do not assume the existence of lexical units. How suc-

cessful would these types of models be here?

First, assuming that orthographic units are script de-

pendent for Japanese words, a model of this sort would

explain the cross-script masked repetition priming effects

as being due to the activation of phonological units that

are shared by orthographically different prime and target

stimuli. This assumption would be quite consistent with

the similar size repetition priming effects for words and

nonwords in the naming task of Experiment 3.

In addition, according to this type of model, fre-

quency effects are task-dependent effects. Seidenberg and

McClelland (1989), for example, suggested that the word

frequency effect in a lexical decision task is due to a task-

specific decision-making process, which is typically dri-

ven by the orthographic familiarity of stimuli. In a

naming task, on the other hand, the frequency effect is

assumed to be due to the process of phonological cod-

ing, a process that is assumed to be required to produce

pronunciation responses. Based on these assumptions,

this type of model would also be able to account for the

Frequency by Script Familiarity interaction in both

naming and lexical decision tasks.

That is, it is generally assumed in PDPmodels that the

speed of phonological coding is modulated by the fre-

quency and consistency of the experienced orthographic-

to-phonological mappings. When Japanese words are

presented in their normal script, the phonological coding

would be driven by familiar orthographic codes and,

hence, the speed of phonological coding would be mod-

ulated by frequency. When words are transcribed into an

unfamiliar script, however, the phonological coding

process would have to be driven by novel orthographic

codes regardless of word frequency. Thus, the phono-

logical coding process for these unfamiliar transcriptions

would become essentially the same as that of the nonlex-

ical route in the dual-route model (e.g., Coltheart, 1978;

Coltheart et al., 1993), a process which is unaffected by

word frequency.As such, aPDP-typemodel could explain

the Frequency by Script Familiarity interaction (in par-

ticular, the lack of frequency effects for the unfamiliar

script targets) in the naming task of Experiment 3.

With respect to the lexical decision task, the model

would have to assume that a central component of this

task is the decision-making process, which would be

driven by stimulus familiarity (e.g., Masson, 1999;

Plaut, 1997; Seidenberg & McClelland, 1989). As long

as orthographic familiarity provides enough of a clue

to discriminate words from nonwords, this decision-

making process would play a major role and would be

responsible for the frequency effect in lexical decision

tasks. This process presumably played the major role

in making lexical decisions for familiar word targets

because those words were familiar orthographic pat-

terns.

By transcribing these words into an unfamiliar script,

however, the orthographic familiarity would be severely

reduced and, hence, orthographic familiarity differences

between words and nonwords would be minimized for

both high and low frequency words. As a result, it would

become difficult to distinguish words from nonwords on

the basis of orthographic familiarity. In such circum-

stances, phonological information would tend to be re-

cruited in making decisions ( Hino & Lupker, 1996;

Seidenberg & McClelland, 1989; Waters & Seidenberg,

1985). More specifically, as previously noted by a

number of researchers (e.g., Lesch & Pollatsek, 1993;

Lukatela et al., 1998; Lukatela & Turvey, 1994; Perfetti

et al., 1988; Perfetti & Zhang, 1991, 1995; Tan et al.,

1995; Van Orden, 1987; Van Orden et al., 1988; Wydell

et al., 1993) phonological information is automatically

available quite early in processing. When words were

transcribed into an unfamiliar script, because the or-

thographic familiarity of these transcriptions is minimal

(because they are normally written only in a familiar

script), participants recruit this readily available pho-

nological information in making their decisions.

Further, it would also be possible to argue that eval-

uating the phonological familiarity of these stimuli would

essentially be a process of judging how easy it was to apply

character-to-sound mappings in order to generate the

character string�s phonological code. Such a process may

be sensitive to the frequency of the individual character-

to-sound mappings; however, it would be virtually in-

sensitive to word frequency for our transcriptions. Thus,

this type of model also suggests that the frequency effect
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should be severely diminished for unfamiliar transcrip-

tions in our lexical decision tasks in Experiments 1 and 2.

Note that our assumption that the decision-making

process for our transcriptions was based on the famil-

iarity of the character-to-sound translation process ra-

ther than the familiarity of the resulting phonological

code is a key assumption. If this process were based on

the familiarity of the resulting phonological code, we

very likely would have observed a frequency effect based

on the differences in spoken frequency of our high and

low frequency transcriptions. That is, because spoken

frequency is correlated with printed frequency, high

printed-frequency words undoubtedly have higher spo-

ken frequency than low printed-frequency words. If so,

the phonological codes for the high printed-frequency

words should have been more familiar than the phono-

logical codes for the low printed-frequency words even

when these words were transcribed into an unfamiliar

script. Thus, if the familiarity of the phonological codes

were being used in the decision-making process, one

would have expected to have obtained a frequency effect.

In fact, this alternative argument, that the familiarity

of phonological codes is a key element in phonologically

based lexical decisions, has been proposed byMcCann et

al. (1998). As previously noted, consistent with our lack of

a frequency effect with the unfamiliar transcriptions in

naming tasks, McCann and Besner (1987) failed to ob-

serve a base-word frequency effect for pseudohomo-

phones in their naming task (but see Marmurek &

Kwantes, 1996). On the other hand, in contrast to our

lexical decision results for our unfamiliar transcriptions,

McCann et al. (1988) did observe a significant base-word

frequency effect for pseudohomophones in aphonological

lexical decision task. In phonological lexical decision

tasks, participants must respond positively if the letter

string sounds like a word. That is, they must respond

positively to both words and pseudohomophones. Thus,

phonological lexical decision taskswould appear to be the

English equivalent of our lexical decision tasks with un-

familiar transcriptions as word targets because in both

tasks, participants are forced to rely on phonological in-

formation to make lexical-type decisions. Nonetheless,

although we consistently failed to observe a frequency

effect in the latency data for our unfamiliar transcriptions,

McCann et al. did observe a base-word frequency effect

for pseudohomophones in their phonological lexical de-

cision task. As such, McCann et al. argued that spoken

frequency should matter when participants were asked to

make phonologically based decisions.

One possible explanation for the difference between

our results and those of McCann et al. (1988) would be

that Katakana transcriptions and English pseudoho-

mophones are simply processed differently. For exam-

ple, pseudohomophones are inevitably orthographically

similar to their base words (e.g., BRANE—BRAIN)

while Katakana transcriptions look nothing like their

Kanji-written words. Thus, the orthographic familiarity

of the base word may play a larger role when analyzing

pseudohomophones than the orthographic familiarity of

the Kanji form plays when analyzing Katakana tran-

scriptions. If so, the effect that McCann et al. observed

would have actually had more to do with orthographic

familiarity than with phonological familiarity.

Other effects that would be consistent with the PDP-

based phonological activation account are the significant

Repetition by Script Familiarity interaction in lexical

decision, and the lack of this interaction in naming. As we

noted above, when word targets were familiar word

stimuli in our lexical decision tasks, the decision-making

process would have been predominantly based on ortho-

graphic information because the orthographic familiarity

of stimuli would provide enough of a clue to discriminate

words from nonwords.When lexical decision targets were

unfamiliar transcriptions, on the other hand, participants

would have relied more on phonological information in

making their decisions. The result of this switch from

orthographically based processing to phonologically

based processing produces the Repetition by Script Fa-

miliarity interaction (i.e., the fact that priming effects are

larger with the transcriptions). That is, according to this

type of model, cross-script masked repetition priming

effects are produced by the phonological activation cre-

ated by masked prime stimuli. Therefore, phonological

activation should have a larger effect when lexical deci-

sions are based on phonological information, resulting in

the larger repetition priming effect for the unfamiliar

transcription targets than for the familiar word targets.

In addition, this type of model also seems capable of

explaining the lack of a Repetition by Script Familiarity

interaction in the naming task. That is, assuming that

masked primes produce phonological activation, this

activation would be more effective when phonological

information plays a central role in target processing.

Because a naming task always requires pronunciation

responses and, hence, phonological coding for all stimuli

(e.g., Hino & Lupker, 1996; Seidenberg & McClelland,

1989; Waters & Seidenberg, 1985), if the sizes of repe-

tition priming effects depend on the degree to which

participants use phonological information for target

processing, the interaction between Repetition and

Script Familiarity should be much smaller in a naming

task than in a lexical decision task, as was observed.

Finally, the significant masked repetition priming of

nonwords in naming but not in lexical decision could

also be accounted for if it is assumed that the facilitation

of target processing produced by a masked repetition

prime also produces a ‘‘word’’ bias. When the target is a

nonword, this word bias then slows the decision-making

process (e.g., Bodner & Masson, 1997).

As such, a PDP-type model which postulates that

repetition priming is due to phonological activation

appears to be consistent with most of our findings. This
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type of model does run into a problem, however. What

is problematic for this model is the lexicality effect for

the unfamiliar script targets in our naming task (Ex-

periment 3). That is, if phonological coding is driven by

novel orthographic codes for the unfamiliar script tar-

gets, there would be no reason to expect naming laten-

cies for word targets to be faster than those for nonword

targets (e.g., Besner, 1999; Besner, Twilley, McCann, &

Seergobin, 1990; Seidenberg & McClelland, 1990; Se-

idenberg, Petersen, MacDonald, & Plaut, 1996).

One way in which a PDP-type model could account

for this lexicality effect would be to assume that the effect

is due to an interaction between phonology and se-

mantics (e.g., Plaut et al., 1996; Seidenberg & McClel-

land, 1990). Support for this assumption is found in

Hino, Lupker, and Besner�s (1998) report of a significant
ambiguity (number of meanings) effect in the naming of

not only Katakana words but also their Hiragana

transcriptions. These results indicate that semantic in-

formation is activated when activating phonological

codes even when those phonological codes are activated

by unfamiliar orthographic units. The results also sug-

gest that this activation then feeds back to those pho-

nological units to aid their activation, producing an

ambiguity effect even for the transcriptions. Thus, in

terms of the present results, the proposal would be that

what appears to be a lexicality effect in the naming of the

unfamiliar transcriptions may actually be an effect of

semantic feedback to phonological units.

Recent results reported by Gollan, Forster, and Frost

(1997) examining masked translation priming for He-

brew–English bilinguals would appear to be consistent

with this idea. In their lexical decision experiments,

masked translation priming effects were observed when

primes were in their participants� first language (L1) and
targets were in their second language (L2), although

priming effects were small or nonexistent when L2

primes were followed by L1 targets. In addition, the

effect sizes were larger when their primes and targets had

similar orthographic and phonological properties (i.e.,

when they were cognates) than when they did not (i.e.,

when they were noncognates), especially when the par-

ticipants were less fluent in their second language.

While most of Gollan et al.�s (1997) results are quite

consistent with a phonological-activation account framed

within aPDParchitecture, the one result that is not is their

demonstration of a masked translation priming effect for

noncognates. However, if we make the assumption that

word recognition is affected by an interaction between

phonology and semantics, as Hino et al. (1998) have

suggested, this account would fare much better. That is,

when a masked prime is presented, it automatically acti-

vates its phonological code as well as its semantic code.

The activated semantic code would then produce feed-

back activation to corresponding phonological codes (i.e.,

phonological codes for both languages). As a result, a

translation priming effect would be expected to arise as a

result of this phonological activation and, in addition, the

effect should be larger for cognates (which share phonol-

ogy) than for noncognates.

Nonetheless, Gollan et al. (1997) have argued that it

would be difficult to account for their results in terms of

semantics because previous studies using the masked

priming paradigm obtained very small or nonsignificant

priming effects for semantically related pairs (e.g., de

Groot & Nas, 1991; Frost, Forster, & Deutsch, 1997).

Note, however, that the role of semantics in semantic

priming experiments and the role of semantics in cross-

language repetition priming (according to this feedback

proposal) are somewhat different. According to this pro-

posal, the role of semantics in cross-language repetition

primingwould be to reinforce the phonological activation

of the presented letter string. This feedback would be

taking advantage ofwell-learned phonology-to-semantic-

to-phonology links because it would be directed only to

the appropriate phonological code(s). In semantic prim-

ing experiments, however, activated semantic informa-

tion must activate either orthographic or phonological

information for a nonpresented letter string (and for a

nonpresented semantic concept). The activation that

would be expected to feed back from semantics to codes

for related concepts would be substantially smaller than

the activation that would be expected to feed back from

semantics to codes for the presented concept. Therefore,

the fact that masked semantic priming effects tend to be

quite small would not appear to be problematic for an

account based on feedback within a PDP system.

Masked repetition priming as a lexical activation phe-

nomenon

As noted, the lack of a frequency effect for the tran-

scriptions is a problem for the basic lexical activation

account. Although this problem can be solved if one as-

sumes that frequency effects are due to the nature of the

links between orthographic and lexical units rather than

to the nature of the lexical units themselves, this amended

lexical activation account still has the problem of ex-

plaining themasked repetition priming effect for nonword

targets in the naming task of Experiment 3. This effect

cannot be explained in terms of lexical activation because

nonwords have no lexical representations. Thus, it would

be necessary to propose a secondary locus. The two ob-

vious possibilities would be the process of generating a

phonological code or the process of generating an artic-

ulatory code.

An account based on the phonological code genera-

tion process would parallel the phonological activation

account discussed above. That is, it would be based on

the idea that the phonological codes for nonwords were

assembled through the nonlexical route. Any phono-

logical codes that the prime had pre-activated would be
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appropriate codes for the repeated target, making the

generation process easier and producing a repetition

priming effect. A similar account could be proposed

based on the process of generating an articulatory code.

That is, the prime would pre-activate some articulatory

codes appropriate for the repeated target, facilitating the

articulation process (see also Forster, 1998).

In either situation, however, two further issues would

need to be addressed. First, what would these accounts

predict about the facilitation of words in a naming task?

Second, can the account then also offer an explanation

for the lexicality effect?

Consider first how these questions would be answered

for an account which claims that the nonword priming

effect arises during the phonological code generation

process. One can certainly hypothesize that, as described

in the dual-route model (Coltheart, 1978; Coltheart et al.,

1993), word naming involves both a lexical and nonlexical

route. The priming that target stimuli exhibit would be a

function of the way in which they were named. In the case

of the Katakana words, most of the time they would be

named via the lexical route and, hence, most of the facil-

itation would come from lexical activation. In contrast, in

the case of the nonwords, most of the facilitation would

come from the phonological code generation process (i.e.,

through the pre-activation of phonological codes). With

respect to the transcriptions, lexical selection can only be

accomplished once a nonlexical phonological code has

been generated. Thus, transcriptions would presumably

typically be named through the use of that code (i.e., via

the nonlexical route) rather than through a code retrieved

following lexical selection. Hence, they also would be fa-

cilitated through the pre-activation of phonological

codes. The important point, however, is that there would

be no reason to assume that one form of facilitation was

more potent than the other. Hence, it would be quite

possible that equivalent priming effects would be found

for Katakana words, Katakana transcriptions, and

Katakana nonwords.

There is still, however, the problem of explaining the

lexicality effect. That is, if transcriptions are named in

essentially the same way that nonwords are, then there

would be no reason for the transcriptions to show a

latency advantage. To explain this result, one would

need to add the further assumption that the transcrip-

tions benefited from lexical/semantic feedback or that

they benefited at the articulatory level due to the fact

that transcriptions have a familiar articulatory code.

Suppose, instead, that the locus of the facilitation for

the nonwords was assumed to be the articulatory, rather

than the phonological, level. One immediate problem of

adding this assumption is that the expectation would

then be that words should show larger priming effects

than nonwords. That is, words would benefit not only

from priming at the articulatory level but also from

priming at the lexical level. Unfortunately, the results of

Experiment 3 showed that, if anything, nonwords ac-

tually produced slightly larger repetition priming effects

than Katakana words.7

To solve this problem, one could assume that the

amount of priming one can get from the articulatory

process is a function of the familiarity of the articulatory

code. That is, producing well-learned articulatory codes

may be sufficiently rapid that little priming would be

possible. Thus, words would benefit to a much smaller

degree at the articulatory level thannonwordswould.As a

result, the overall level of priming forwords, which benefit

from priming at the lexical level, and nonwords, which do

not, would be fairly equivalent. Note that this hypothesis

would also explain the lexicality effect. That is, the reason

that transcriptions are named faster than nonwords

would be because the transcriptions have a well-learned

and, hence, easily retrieved, articulatory code.

Is it possible to preserve an orthographic account?

Throughout this paper, we have assumed that, be-

cause there are no obvious relationships between the

characters in Japanese scripts, any repetition priming

effects that we observed could not be orthographic ef-

fects. Such an assumption could be challenged if one

wished to argue that the word recognition system is

strongly interactive and interconnected. For example,

one could propose that the orthographic codes for Kanji

representations and Katakana representations are indi-

rectly linked through their shared phonological codes.

As a result, when a Kanji prime is viewed, it would ac-

tivate its phonological representation which would then

activate the orthographic representations consistent with

that phonological code in the Katakana system. If a

repeated Katakana target followed, its processing would

be facilitated due to this pre-activation of its ortho-

graphic representation. Thus, if one does make these

assumptions, it might still be possible to explain cross-

script priming as an orthographic phenomenon.8

7 One may argue that the similar size repetition priming

effects for word and nonword targets in Experiment 3 may be a

product of the brief, 32ms prime duration. That is, the maximal

priming effect would be fairly low at this brief prime duration

and, as a consequence, it would be quite difficult to detect any

effect size difference between word and nonword targets. Note,

however, that Masson and Isaak (1999) observed similar size

repetition priming effects for word and nonword targets even

when the prime durations were longer (50 and 60ms in their

two experiments). Thus, it seems unlikely that the lack of the

priming effect size difference between word and nonword targets

in Experiment 3 was due simply to our brief prime duration.
8 We thank Mike Masson for suggesting this alternative

account.
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If these notions were incorporated into a PDP-type

system, such as that described above, it would account for

most of the present results. Where it might run into

trouble would be in explaining why the priming effect for

the transcriptions was so much smaller in naming than in

lexical decision. If the effect were purely due to pre-acti-

vation of orthographic codes, it would essentially be an

input effect. Thus, the most obvious prediction would be

that the effect would be the same size in any task that re-

quired orthographic coding. To circumvent this problem,

one would have to further assume that the larger effects in

lexical decision were due to more extensive use of ortho-

graphic codes in that task than in naming. In particular,

one would need to argue that the process of making a

lexical decisionwithwords in an unfamiliar script was still

orthographically based in spite of the fact that the or-

thographic patterns were all novel. Thus, the pre-activa-

tion of orthographic codes would be much more useful to

processing in lexical decision than in naming and, hence,

could produce a larger priming effect. Whether these as-

sumptions (both processing and structural) actually are

realistic is a question for future research.

Conclusion

As noted above, the existence of masked repetition

priming effects with visually different primes and targets

in English has been taken as strong evidence for the

conception of the lexicon offered by classical lexical

models and for a lexical activation account of these

priming effects. As the present discussion indicates,

however, a framework of this sort actually has consid-

erable difficulty explaining masked repetition priming

effects unless a number of additional, ad hoc assump-

tions are added. Further, as this discussion also indi-

cates, the present data can be equally well explained in

terms of a phonological activation account regardless of

whether that account is framed in terms of a lexical

model or in terms of a PDP-type model.

When faced with such a situation, the superior model

is generally taken to be the one which is most parsi-

monious. Unfortunately, the question of parsimony is a

rather subjective one. Although we believe the phono-

logical activation account is more parsimonious when

framed in terms of a PDP-type model, others may dis-

agree. The more important point, however, is simply

that an unadorned lexical model does not provide a

good explanation of the masked repetition priming ef-

fects observed in the present experiments. Thus, the

existence of masked repetition priming effects across

visually different primes and targets actually provides

very little evidence for that type of model. Rather,

support for the model and its core assumptions, for

example, the existence of abstract lexical units, one of

the key principles that distinguishes classical lexical

models from PDP-type models, will need to come from

other word-recognition phenomena.
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Appendix A. Kanji words and their Katakana transcriptors used

in Experiment 1, along with their English translations

Kanji

word

Katakana

transcription

English translation

Low frequency

High frequency
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Appendix B. Katakana word and Katakana transcription (of

Kanji word) repeated pairs used in Experiments 2, 3 and 4, along

with their English translations

Hiragana

prime

Katakana

target

English

translation

Katakana/High frequency

Katakana/Low frequency

Appendix B. (continued)

Hiragana

prime

Katakana

target

English

translation

Hiragana

prime

Katakana

target

Kanji

word

English

translation

Kanji/High frequency

Kanji/Low frequency
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