Predicting stress patterns in an unpredictable stress language: The use of non-lexical sources of evidence for stress assignment in Russian
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The main goal of this research was to examine how readers of Russian assign stress to disyllabic words. In particular, we tested the claim that the process of stress assignment in Russian can only be accomplished lexically. Eleven potential non-lexical sources of evidence for stress in Russian were examined in regression and factorial studies. In Study 1, onset complexity, coda complexity, the orthography of the first syllable (CVC1), of the second syllable (CVC2), and of the ending of the second syllable (VC2) were found to be probabilistically associated with stress in Russian disyllables. In Studies 2 and 3, it was shown that Russian speakers do use 3 of these cues (CVC1, CVC2, and VC2) when making stress-assignment decisions. These results provide evidence against the idea that the nature of stress in the Russian language is so unpredictable that stress assignment can only be accomplished lexically. These results also suggest that any successful model of stress assignment in Russian needs to contain mechanisms allowing these 3 orthographic cues to play a role in the stress-assignment process.
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INTRODUCTION

Lexical stress is used to distinguish between meanings of words in many languages and, hence, its proper placement in polysyllabic words is crucial for successful communication. In the field of reading research, several computational models explaining the principles of lexical stress assignment within the dual-route, connectionist, or probabilistic inferential frameworks have been proposed (Arciuli, Monaghan, & Seva, 2010; Jouravlev & Lupker, in press; Perry, Ziegler, & Zorzi, 2010; Rastle & Coltheart, 2000; Seva, Monaghan, & Arciuli, 2009). Despite the fact that all these models differ in the way they conceptualise the process of stress assignment in reading, they do have one point in common: Readers can assign lexical stress by computing it based on stress rules or non-lexical sources of evidence for stress (stress cues) present in the language.

The ability of readers to predict what syllable in a written word should be stressed based on different
non-lexical aspects of the word has been successfully demonstrated in a number of languages (e.g., Arciuli et al., 2010; Burani & Arduino, 2004). More specifically, previously identified sources of evidence for stress include diacritics (Gutiérrez-Palma & Palma-Reyes, 2008; Protopapas, 2006), the orthographic complexity of word onsets and codas (Kelly, Morris, & Verreckia, 1998; Kelly, 2004), the orthography of word endings and beginnings (Colombo, 1992; Jouravlev & Lupker, 2014), morphology (Rastle & Coltheart, 2000), and grammatical category (Arciuli & Cupples, 2006; Kelly & Bock, 1988).

Prior research has, therefore, provided us with a plethora of knowledge about possible cues for computing lexical stress patterns in reading. However, due to the nature of factorial experimental designs, the predominantly used technique in the earlier cited studies, it has been difficult to investigate multiple sources of evidence for stress within a single data set, making it impossible to assess the strength of reliance readers place on those cues relative to each other. Further, it is likely that there are other cues to stress assignment that have not yet been discovered. Factorial techniques do not provide any obvious way of discovering those cues. Thus, in the present research, in addition to using a factorial manipulation (in our final study), the approach taken was to examine the effect of a wide range of potential stress cues simultaneously. Doing so involved both examining the stress patterns in a large corpus of disyllabic words as well as analysing a large set of disyllabic word naming data. The present work is limited to disyllables only (with that decision having been made in order to simplify the design of the studies conducted as a part of this research project). Therefore, the conclusions that we draw based on the empirical investigations reported here do not necessarily generalise to all polysyllabic words. Nevertheless, we believe that examining stress assignment in disyllables is the appropriate first step towards a full understanding of the mechanisms of stress assignment in polysyllabic word reading.

The main purpose of the present studies was to extend the investigation of potential mechanisms of stress assignment to the Russian language. Considering the importance of lexical stress in distinguishing meanings of numerous stress minimal pairs present in Russian (e.g., зámok ([zámok]), “castle”)—замóк ([zamók], “lock”); mýká ([múka], “burden”)—myká ([muká], “flour”), and the very high rate of stress-assignment errors demonstrated by native speakers of this language (Jouravlev & Lupker, 2014), understanding the mechanisms of stress assignment in Russian is an important endeavour in and of itself. Russian is transparent in its mapping of orthography to phonology; however, it has a complicated system of lexical stress that neither is explicitly marked in the orthography (i.e., diacritics are not used in texts for adult native readers) nor does it conform to any clear implicit rules. Another feature of the Russian stress system is that, unlike many previously investigated languages that have more frequently occurring stress patterns (also known as regular stress patterns; Colombo, 1992; Kelly et al., 1998), in Russian disyllables there is no overall regular stress pattern (Jouravlev & Lupker, 2014). Further, Russian lexical stress is flexible, that is, any syllable in a word may be stressed with inflected forms of the same lexeme often having different stress patterns (e.g., рýка [ruká], singular for “hand”—рýку [rúká], plural for “hand”).

There are a number of linguistic theories that attempt to describe the types of alternations of stress patterns across inflected forms of the same lexeme present in Russian (Halle, 1997; Melvold, 1989; Zaliznjak, 1985). The common idea shared by these theories is that Russian morphemes are stored in the lexicon along with the corresponding information about their “accented” (i.e., stressed) or “unaccented” (i.e., unstressed) status. A word’s stress is computed using a set of complicated rules that govern how “accented/unaccented” information retrieved for each morpheme from lexical memory is combined for a particular word. Thus, the above-mentioned linguistic theories of stress essentially posit that stress assignment is completed primarily via lexical mechanisms in Russian. In fact, the view that there are no useful non-lexical cues to stress assignment in Russian, meaning that speakers of Russian can only assign lexical stress to words by retrieving stress information from lexical memory, is very common in linguists and psycholinguists (Moleczanow, Domahs, Knaus, & Wiese, 2013; Zsiga, 2013).

The suggestion that stress assignment in Russian reading is a completely lexical phenomenon stands in contrast, however, to recently published behavioural findings by Jouravlev and Lupker (2014), who investigated the effect of stress regularity (overall and at the level of grammatical category) and of the stress consistency of the word’s ending (defined as an association between the orthography

---

1 Here and in all subsequent examples, Roman transliterations of any Russian words are given in square brackets.
of the word’s ending and one of the potential stress patterns) on naming performance for readers of Russian. As those results showed, while there were no processing differences for trochaically stressed (first-syllable stress) vs. iambically stressed (second-syllable stress) words overall or in separate analyses of nouns and verbs (presumably due to the absence of a regular stress pattern for words in those grammatical categories), trochaically stressed adjectives were named faster and more accurately than iambically stressed adjectives (presumably due to the fact that trochaic stress is a regular stress pattern for Russian adjectives). The effect of the stress consistency of the word’s ending was also successfully demonstrated, with words that contained endings representative of those words’ stress patterns enjoying a processing advantage over words that had endings associated with a stress pattern different than the pattern of the to-be-named word.

Jouravlev and Lupker’s (2014) results do indicate that the process of stress assignment in Russian is not completely a lexically based one and that readers of Russian do use non-lexical information (in particular, the knowledge of a regular stress pattern for certain types of words and knowledge of the consistency with which the orthography of the word’s ending maps onto one of the stress patterns) in assigning stress to polysyllabic words. In the present research, we continued investigating the mechanisms of stress assignment in Russian by considering a greater range of sources of evidence for stress. We begin the discussion with a consideration of the sources of evidence for stress that have been suggested by prior research.

**Sources of Evidence for Stress**

An orthographic element that explicitly indicates what syllable in a word should be stressed is known as a diacritic. In many languages (including Russian), the use of diacritics is optional and unlikely to occur in texts created for adult skilled readers. However, even in languages in which these stress marks are obligatory, the processing advantage for words that contain diacritics is unclear. For example, there is some evidence that diacritics are useful stress cues in Spanish (Gutierrez-Palma & Palma-Reyes, 2008), but are often ignored in Greek (Protopapas, 2006; Protopapas, Gerakaki, & Alexandri, 2006).

Stress patterns can also be marked in the orthography implicitly via associations that exist between orthographic components and stress patterns. One of the associations of this type is that of stress and the orthographic complexity of words’ onsets (Kelly, 2004) and codas (Kelly et al., 1998). For example, disyllabic English words with orthographically complex onsets are more likely to be trochaically stressed, whereas disyllabic words with simple onsets are more likely to be iambically stressed (Kelly, 2004). Further, words with complex codas tend to have iambic stress, whereas words with simple codas tend to have trochaic stress (Kelly et al., 1998). Most importantly, the behaviour of speakers of English in naming and recognizing words has been shown to be impacted by these stress cues (Kelly, 2004; Kelly et al., 1998).

Another source of evidence for stress patterns is the orthography of word beginnings and endings (Arciuli & Cupples, 2006, 2007). In this research, words with the same orthographic component in their structure are defined to be “neighbours” (e.g., *mark-ct*, *brack-et*, *cad-et*). Neighbours that have the same stress pattern are called “stress friends” (*market: bracket*), whereas neighbours with different stress patterns are called “stress enemies” (*market: cadet*). A word that has mainly “stress friends” is called consistent, whereas a word with mainly “stress enemies” is called inconsistent. A strong effect of spelling-to-stress consistency of word endings has been demonstrated in Italian (Burani & Arduino, 2004), in English (Arciuli & Cupples, 2006; Arciuli et al., 2010), and in Russian (Jouravlev & Lupker, 2014). Note, however, that in some studies, the impact of spelling-to-stress consistency of word endings has been demonstrated only when readers name words with a less frequent stress pattern (Colombo, 1992; Jouravlev & Lupker, 2014, when examining naming of Russian adjectives). In English, it has also been shown that readers can also use word beginnings as useful cues (Arciuli & Cupples, 2007; Arciuli et al., 2010) to stress assignment.

Another potential source of evidence for stress patterns present in some languages is morphology (Lagerberg, 1999; Protopapas, Gerakaki, & Alexandri, 2007), a cue that some researchers consider to be an important source of information about stress (Rastle & Coltheart, 2000). Nevertheless, it seems unlikely that morphology would be a primary stress cue as this cue is only available for polymorphic words and, therefore, cannot explain how readers manage to assign stress to monomorphic words.

Finally, the grammatical category of a word may be a source of evidence for stress patterns. For instance, in English, trochaic stress is more typical
in disyllabic nouns, whereas disyllabic verbs often exhibit iambic stress. Evidence for the impact of grammatical category on stress assignment has been provided in naming and lexical decision tasks (Arciuli & Cupples, 2004, 2006; Kelly & Bock, 1988). Arciuli and Cupples (2006), however, proposed that the relationship between grammatical category and lexical stress might be artifactual. The word’s orthography might be cuing its grammatical category and its lexical stress at the same time, essentially independently of one another. Therefore, the correlation between grammatical category and stress pattern might be an artifact of the relationship between each of these factors and some set of orthographic cues.

As clear from this review, researchers have proposed a number of sources of evidence that readers may use in assigning stress to polysyllabic words. Some of these cues are available for polymorphemic words only (e.g., stress relevant affixes) or are present in a limited number of languages (e.g., diacritics). Stress cues that have been shown to influence the processing of polysyllables in a large number of languages and that are relevant for all words regardless of their morphological status appear to derive from the orthography of the word (in particular, the orthographic complexity of word onsets and codas and the orthography of word beginnings and word endings). Finally, there is some suggestion that the grammatical category of a word is a potential stress cue although, at this point, it is unclear whether grammatical category cues stress directly or indirectly via the relationships between orthographic cues and both grammatical category and stress patterns.

THE PRESENT RESEARCH

The present research extended the previous investigations of the use of stress cues in a number of ways. Almost all previous studies used factorial experimental designs to test the effect of each potential stress cue independent of all other cues. While factorial studies can allow researchers to conclude that a manipulated variable produced an effect, this approach also has its limitations. For example, the stimuli in the various conditions need to be matched on other dimensions, including the existence or nonexistence of other potential stress cues that might impact processing. Beyond the difficulty involved in creating stimulus sets equated on all relevant dimensions, there is the real potential that doing so will produce sets of very atypical items. Further, in factorial studies, item selection is somewhat biased as researchers mainly use items characterised by extreme values of an examined independent continuous variable which is artificially transformed into a binary variable for experimental purposes. For instance, in examining the effect of spelling-to-stress consistency of word endings, researchers compare the performance of readers on highly consistent versus highly inconsistent words only rather than using the whole range of the spelling-to-stress consistency measure. Finally, as noted earlier, any factorial investigation can only focus on the specific cue(s) selected for examination. The above-mentioned limitations can be overcome to some degree with a regression design that allows for a more exploratory type of investigation. However, one should acknowledge that the regression approach is not without problems as well due to a number of statistical issues such as the collinearity of predictors (Tabachnick & Fidell, 2007). Because both factorial and regression designs have some advantages and disadvantages, some researchers have suggested combining them (Chateau & Jared, 2003; Treiman, Mullenix, Bijeljac-Babic, & Richmond-Welty, 1995). Therefore, in the present research, we used both regression and factorial approaches to examine potential sources of evidence for stress in Russian disyllabic words.

The potential sources of evidence for stress that we examined were Grammatical Category, Log Frequency, Length, Word Onset Complexity, Word Coda Complexity, and a set of six orthographic components. The orthographic components were the First Syllable (referred to as CVC1), the Beginning of the First Syllable (CV1), the Ending of the First Syllable (VC1), the Second Syllable (CVC2), the Beginning of the Second Syllable (CV2), and the Ending of the Second Syllable (VC2). An orthographic component is an abstract structural element across all words of the same syllabic length in a language. For example, the orthographic component CVC1 refers to a structural component of the first syllable of all disyllabic words. Further, this component has different orthographic identities (further referred to as spellings) in different words. For instance, the spelling of CVC1 is мар- [mar-] in the word маркер [markar], but кар- [kar-] in the word карман [karman].

Do note that the symbols C and V refer not just to single consonants or vowels, but rather to all letters of that type before an instance of the next type is encountered (e.g., in the word стро́йка [strojka], стро- [stro-] is the CV1 component). Another
thing to note is that not all Russian words conform to the CVC1.CVC2 pattern. While a nucleus vowel is a required component in any syllable, consonants in onset and coda positions may be omitted. In these cases, “dummy” onsets and codas (indicated by an asterisk) were introduced for purposes of our analysis. For example, the following orthographic components were identified for the word арка [árka]: *ap (CVC1), *a (CV1), ap (VC1), ка* (CVC2), ка (CV2), and a*(VC2). An example of the division of a word into the orthographic components examined here is presented for the word мárker [márker] in Figure 1.

The main empirical goal of the present studies was to determine whether probabilistic associative relations exist between the examined variables and stress patterns in the Russian language (Study 1) and whether readers of Russian use knowledge of these associations in their stress-assignment performance (Studies 2 and 3). The finding of an associative link between Grammatical Category and Stress would mean that words of different grammatical categories tend to have particular stress patterns (cf. trochaic stress in English nouns and iambic stress in English verbs). Log Frequency could be of theoretical interest if certain stress patterns are more likely to occur in words that readers encounter frequently or, alternatively, in words that occur rarely in the language. The identification of Word Length as a reliable stress cue would mean that certain stress patterns are more likely to occur in words that readers encounter frequently or, alternatively, in words that occur rarely in the language. The identification of Word Onset (Coda) Complexity could also be an important variable capable of predicting stress if words with complex onsets (codas) are more likely to have certain stress patterns than words with simple onsets (codas).

Finally, with respect to the question of the usefulness of various orthographic components, we attempted to determine whether certain structural components of a word (e.g., CVC1 or VC2) reliably provide spelling information that might help readers in their stress-assignment decisions. Essentially, we assessed whether spelling-to-stress consistency patterns are found for a number of such components in Russian. If spellings of a particular component can help readers in assigning stress in a large number of words in a language, then, this component can be considered as a reliable source of evidence for stress. If so, readers may be likely to rely on spelling information provided by that component in their language as, in most cases, the spelling of the component would provide correct information about stress. Therefore, stress-assignment performance should be improved when the spelling of that component cues a stress pattern that is consistent with the actual stress that the word has and it might be disrupted if the particular identity of that component cues a stress pattern that is inconsistent with the actual stress that a word has. On the other hand, if spellings of a particular component can help readers in assigning stress in only a small number of words (or not at all), then, readers would, presumably, not rely on the spelling information provided by that component. Therefore, stress-assignment performance would not be impacted by the consistency/inconsistency of spellings of that component. Essentially, in order to assess the reliability of an orthographic component as a stress cue, we examined how often particular spellings of this component might predict stress patterns correctly across all disyllabic words of the Russian language. If particular spellings of a component predict stress patterns across many words in a given language, then, this component would be considered a reliable stress cue which may be used by readers/speakers of the language. On the other hand, if particular spellings of a component are not capable of predicting stress patterns across words in a language, then, this component would not be a reliable stress cue.

The choice of Grammatical Category, Word Onset Complexity, Word Coda Complexity, CV1, and VC2 components as potential predictors of stress was, to some extent, empirically driven (Arciuli & Cupples, 2004; Jouravlev & Lupker, 2014; Kelly et al., 1998; Kelly, 2004). The other variables examined have not previously been investigated as sources of evidence for stress. Their inclusion was driven by our intuition and a desire to explore as many potential stress cues as possible. With respect to the orthographic components of a word that we examined, two involved syllables themselves because syllables have been
suggested to play an important role in visual word recognition previously (Carreiras & Perea, 2002; Conrad & Jacobs, 2004), and four involved components of syllables. Two components of syllables (i.e., CV1 and VC2) have been investigated previously (Arciuli & Cupples, 2006, 2007; Jouravlev & Lupker, 2014). To obtain a broader picture of the impact of various orthographic components on the process of stress assignment, CV2 and VC1 components were also included as potential predictors of stress patterns.

In the first regression study (Study 1), the predictability of stress patterns in a corpus of disyllabic words based on a number of potential cues was assessed. In addition to examining relationships existing in this normative corpus, we felt that it would also be useful to investigate real language behaviour for a number of reasons. First, there is the possibility that, in most cases, not all sources of evidence for stress present in the language are needed/used by readers in assigning stress. A number of sources of evidence present in a word might provide the same cue to the word’s stress pattern, and, thus, given this redundancy, one or more of them may be ignored (i.e., stress-assignment decisions may be based on a subset of the sources of reliable evidence for stress present in the language). This subset is likely to be those sources of evidence for stress that are the most reliable in the language. A second reason for investigating the correlation between sources of evidence for stress and the stress patterns actually produced by readers is that real language usage might deviate significantly from the canonical, prescribed usage reflected in the dictionaries. Although language users are generally aware of the correct stress patterns that most words have in their native language, their actual performance is not perfect. They assign incorrect stress patterns to some words on some occasions and/or they can have difficulty in deciding quickly what stress pattern to apply to a word, thus, requiring additional time for naming such words. In order to investigate what sources of evidence for stress might cause differences in the ease of processing of disyllabic words, in Study 2, we collected naming latencies and stress-assignment accuracy data for a large number of disyllabic words and ran another set of regression analyses assessing the effects of many potential sources of evidence for stress on behavioural performance. Finally, in order to validate the sources of evidence for stress identified in the regression studies, we further examined those sources in a factorial design in Study 3 with a new set of words that were not used in the regression analysis of Study 2. The examination of a large set of potential cues to stress in regression and factorial studies is, in some sense, a new methodological approach with its goal here being identifying non-lexical sources of evidence for stress in Russian.

Another novel aspect of this research is the language of the stimuli/participants. Prior research on stress assignment has mainly been conducted in English and Italian, languages that have stress patterns that are highly frequent in the language. For example, in English, about 80% of disyllabic words are trochaically stressed (CELEX database: Baayen, Pipenbrock, & Gulikers, 1993). Readers of English might, therefore, rely to a reasonable extent on this distributional information in making stress-assignment decisions. In this research, we investigated stress cues in Russian disyllables, for which there does not appear to be a more frequent stress pattern (Jouravlev & Lupker, 2014). As has been already noted, the task of assigning stress to words is so complicated in Russian that it might be the case that readers of this language always complete this task by accessing lexical representations of words and retrieving their stress patterns from memory. Alternatively, despite the seeming complexity of the stress system in Russian, the identification of stress patterns in reading might proceed in a way similar to that in languages with more predictable stress; specifically, the stress-assignment process might also involve computations based on information that is present in the orthography of words. A demonstration of the use of this type of information in the process of stress assignment in Russian would serve as strong evidence for the universal nature of non-lexical mechanisms of stress-assignment in reading.

STUDY 1: BINARY LOGISTIC REGRESSION OF A SET OF PREDICTORS ON STRESS PATTERNS IN A CORPUS OF RUSSIAN DISYLLABIC WORDS

Method

Materials. A corpus of 13,945 disyllabic Russian words was compiled for the present study. Only words with a word frequency of at least one per million words (as per the Russian National Corpus; http://ruscorpora.ru) were included. The compiled corpus contained polymorphic as well as monomorphic words because polymorphic words are quite common in highly inflectional
languages such as Russian. The words were used as items in a binary logistic regression. The binary dependent variable was the stress pattern of the word coded as ‘0’ (trochaic stress pattern) or ‘1’ (iambic stress pattern) based on the Dictionary of Russian Lexical Stress (Zarva, 2001). The length measure was the number of letters in the word. The onset complexity of each word was calculated by counting the number of consonants in the word onset positions. The coda complexity of each word was calculated in a similar way, by counting the number of consonants in the word ending positions.

A set of six orthographic components that correspond to syllables and sub-syllabic units as potential sources of evidence for stress was also examined. As there is a debate about what constitutes a syllable in Russian linguistics (Avanesov, 1956; Scherba, 1957), we decided to investigate empirically the method of syllabification preferred by Russian speakers and, then, to use this information to aid us in deciding on the appropriate syllabification of our words. Doing so involved an online survey in which 20 native speakers of Russian indicated how they would divide 200 disyllabic words into syllables by typing in the first and second syllables for each word. One half of the words had one intervocalic consonant in their structure (e.g., като́к [ka-tok], ро́тник [rotik], до́мик [domik]). A reader might establish the syllable division for these words in one of the two ways: (1) by maximising the coda of the first syllable (ка-то́к [ka-tok]) or (2) by maximising the onset of the second syllable (ко-то́к [ko-tok]). The other half of the words used had complex intervocalic consonant clusters in their structure (e.g., мак-ка [maska], близ-кий [blizki], вь-слать [vislat’]). For these words, a reader might establish the syllable division in one of the three ways: (1) by maximising the coda of the first syllable (мак-а [mask-a]), (2) by maximising the onset of the second syllable (ма-ка [ma-ska]), or (3) by splitting a consonant cluster between the coda of the first syllable and the onset of the second syllable (ма-ка [mas-ka]).

The results of this survey showed that the Russian readers consistently syllabified disyllabic words containing one intervocalic consonant by maximising the onset of the second syllable (97%), which is consistent with the Maximal Onset Principle, a widely recognised principle of syllabification in contemporary linguistics (Giegerich, 1992). Therefore, in our analyses, words with one intervocalic consonant in their structure were divided into syllables in such a way that an intervocalic consonant was always assigned to the beginning of the second syllable (e.g., ко-то́к [ko-tok], ро-тник [ro-tik], до-мик [do-mik]). For words that have complex intervocalic consonant clusters in their structure, readers preferred to split the consonant cluster between the coda of the first syllable and the onset of the second syllable (78% of responses), followed by maximising the onset of the second syllable (19% of responses), and, finally, by maximising the coda of the first syllable (3%). Based on these findings, in our analyses, words with complex intervocalic consonant clusters were divided into syllabic units by splitting a consonant cluster between the coda of the first syllable and the onset of the second syllable, except in a few instances in which the created syllables had illegal onsets and/or codas or violated morphemic divisions (e.g., the word вь-слать [vislat’], meaning “to send away”) was divided into the prefix вь- [vi-], “away”) + the root -слать [slat’], “to send”).

Next, the four sub-syllabic orthographic components were identified in each word. The beginning of the first syllable (CV1) corresponded to all initial consonants of the first syllable preceding the vowel plus the vowel of that syllable. The beginning of the second syllable (CV2) corresponded to all initial consonants of the second syllable preceding the vowel plus the vowel of that syllable. The ending of the first syllable (VC1) corresponded to the vowel of the first syllable plus all consonants of that syllable following the vowel. The ending of the second syllable (VC2) corresponded to the vowel of the second syllable plus all consonants of that syllable following the vowel.5

An orthographic component of a word may be considered to be a potentially significant source of evidence for stress if the presence of spelling-to-stress consistency for this component is confirmed. In other words, for the majority of words in the corpus, the stress pattern cued by the spellings of this component should, in fact, correspond to the correct stress pattern that these words have.

---

5 Because there is no available electronic database that contains relevant information about various lexical characteristics of Russian words, we had to check those characteristics manually for each word. Therefore, for practical purposes, only words with a frequency of more than 1 per million words were included in the database created for this study.

5 The VC1 and VC2 components, as defined in the present work (i.e., components that comprise the syllable’s vowel and the following consonants), are referred to in the previous literature as rimes (Treiman & Kessler, 1995).
Therefore, for every word in the corpus, we calculated spelling-to-stress consistency measures, in particular spelling-to-trochaic stress measures, for the six orthographic components under consideration that were, then, used as predictors of trochaic stress in the corpus of all words included in the binary logistic regression. This method for calculating spelling-to-stress measures was analogous to that used by Treiman et al. (1995) for calculating spelling-to-sound consistency.

Words having the orthographic component under consideration were defined as the words comprising the target’s neighbourhood (e.g., all words with VC2 “-et” form a neighbourhood). In calculating the type consistency measure, the proportion of words with trochaic stress in the neighbourhood was calculated by dividing the number of words in the neighbourhood having trochaic stress by the total number of words in the neighbourhood. High values mean that in the specified orthographic neighbourhood, the number of words with trochaic stress is higher than the number of words with iambic stress, whereas low values mean that there are more words with iambic than trochaic stress in the neighbourhood. Values near .50 indicate that the neighbourhood has approximately equal percentages of the two stress types (i.e., it is an inconsistent neighbourhood). In addition to type consistency measures, token consistency measures, corresponding to the summed frequency of words with trochaic stress in an orthographic neighbourhood divided by the summed frequency of all words in that orthographic neighbourhood, were calculated.  

4 Therefore, a word in a completely trochaic neighbourhood would get a 1.0 trochaic stress consistency value, while a word in a completely iambic neighbourhood would get a 0.0 trochaic stress consistency value.

5 In calculating spelling-to-stress consistency measures, most researchers consider only words of the same syllabic length (Arciuli & Cupples, 2006; Arciuli, Monaghan, & Seva, 2010), although in some work in Italian all words of the language regardless of their number of syllables were taken into consideration during the computation of consistency measures (Burani & Arduino, 2004). No empirical investigation has been conducted to determine which approach provides a better reflection of the processes that take place during lexical stress assignment in word reading. We decided to use the former way of calculating spelling-to-stress consistencies as this approach appears to be more consistent with the architecture of the CDP++ (Perry et al., 2010), a model that proposes that “the processing system has information about the number of syllables of an orthographic input before stress pattern information is computed (non-lexically).”

6 It should be noted that both the type and token comparisons have limitations due to the fact that only words with a frequency of more than 1 per million words were included in the database used in the regression analyses. Potentially, this action may have affected the type analysis more than the token analysis because each word in the neighbourhood is assumed to be equally important in any type analysis, whereas words with very low frequencies will have very little impact in a token analysis. Nonetheless, as will be seen, the type analysis appeared to be the more reliable analysis in our studies.

Results and discussion

A set of binary logistic regressions was run to predict stress patterns for words in the corpus using combinations of 11 predictors: Grammatical Category (coded using dummy coding), Log Frequency, Length, Onset Complexity, Coda Complexity, CV1, VC1, CV2, VC2, CV1, VC1, CV2, and VC2. The goal was to find a model with a minimum number of factors that would still have high predictive power. In other words, the goal was to find a balance between the simplicity of the model and its goodness of fit. The goodness of fit of a model was assessed using the Akaike information criterion (AIC), the Bayesian information criterion (BIC), and the deviance information criterion (DIC). A model that minimises AIC, BIC, and DIC is a preferred choice. Further, to select amongst competing models a likelihood ratio test was conducted. The analysis was conducted using the R package lme4 (Bates & Maechler, 2010). Due to the fact that for the six examined orthographic components spelling-to-stress consistency could be measured based on type or token count (i.e., weighted by word frequency), two separate sets of regressions were conducted. The measures of goodness of fit of the full and the final models are given in Table 3.

In the analysis where the six orthographic components reflecting type-based consistency measures were used in the equation (subsequently referred to as a type-based analysis), the final simplified model fit the data better than a null model with intercept only, \( \chi^2 (6) = 9,862.23, p < .001 \), and as well as the full model, \( \chi^2 (7) = 12.56, p = .08 \). The final model had six (non-lexical) predictors of stress: Onset Complexity (\( \varepsilon = -2.38, p = .02 \)), Coda Complexity
Despite the fact that the final model obtained in the type-based analysis, \( \chi^2 (3) = 994.04, \ p < .001 \). Therefore, the six non-lexical variables that were significant predictors of stress patterns in the type-based model were taken to be relevant stress cues. (Note that the former six predictors are a proper subset of the latter nine predictors.) The following significant associations between stress patterns and predictor variables in the corpus of disyllabic words were identified: (1) words with complex onsets had trochaic stress more often than words with simple onsets; (2) words with complex codas had iambic stress more often than words with simple codas; and (3) the spelling information provided by four components (CVC1, CVC2, CV2, and VC2) was strongly associated with stress patterns.

This latter pattern means that, in a large number of words in the Russian disyllabic corpus, there are associations between spellings of the CVC1, CVC2, CV2, and VC2 components and stress patterns. Thus, readers can rely on spelling information provided by these components in assigning stress to disyllabic words. On the other hand, the number of words in the corpus with spellings of the CV1 and VC1 components cuing stress patterns was small, fit to the data than the final model obtained in the token-based analysis, \( \chi^2 (4) = 8.83, \ p = .07 \). That model contained nine (non-lexical) predictors: Onset Complexity \( (z = -2.49, \ p = .02) \), Coda Complexity \( (z = 7.66, \ p < .001) \), Length \( (z = 3.59, \ p = .003) \), CVC1 \( (z = -36.58, \ p < .001) \), CV1 \( (z = -2.57, \ p = .01) \), VC1 \( (z = -2.69, \ p = .01) \), CVC2 \( (z = -38.67, \ p < .001) \), CV2 \( (z = 3.70, \ p = .01) \), and VC2 \( (z = -19.99, \ p < .001) \).

Despite the fact that the final model obtained in the type-based analysis had fewer predictors (six vs. nine), this model provided a significantly better
### TABLE 2
Correlations of predictor variables (Pearson’s r) in the corpus of disyllabic words used in Study 1

<table>
<thead>
<tr>
<th></th>
<th>Noun</th>
<th>Verb</th>
<th>Adjective</th>
<th>Other</th>
<th>LogFreq</th>
<th>Length</th>
<th>Onset</th>
<th>Coda</th>
<th>CVC1</th>
<th>CV1</th>
<th>VCI</th>
<th>CVC2</th>
<th>CV2</th>
<th>VC2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noun</td>
<td>1</td>
<td>-.65</td>
<td>-.53</td>
<td>-.09</td>
<td>-.04</td>
<td>-.27</td>
<td>-.11</td>
<td>-.30</td>
<td>-.06</td>
<td>-.02</td>
<td>-.07</td>
<td>-.01</td>
<td>-.06</td>
<td>.02</td>
</tr>
<tr>
<td>Verb</td>
<td>-.65</td>
<td>1</td>
<td>-.22</td>
<td>-.11</td>
<td>-.07</td>
<td>.21</td>
<td>.10</td>
<td>.37</td>
<td>-.15</td>
<td>-.07</td>
<td>-.12</td>
<td>-.29</td>
<td>-.23</td>
<td>-.34</td>
</tr>
<tr>
<td>Adjective</td>
<td>-.53</td>
<td>-.22</td>
<td>1</td>
<td>-.07</td>
<td>.01</td>
<td>.17</td>
<td>.05</td>
<td>.01</td>
<td>.27</td>
<td>.13</td>
<td>.25</td>
<td>.31</td>
<td>.35</td>
<td>.35</td>
</tr>
<tr>
<td>Other</td>
<td>-.09</td>
<td>-.11</td>
<td>-.07</td>
<td>1</td>
<td>.03</td>
<td>.15</td>
<td>.03</td>
<td>.05</td>
<td>-.04</td>
<td>-.03</td>
<td>-.08</td>
<td>.09</td>
<td>-.08</td>
<td>.07</td>
</tr>
<tr>
<td>LogFreq</td>
<td>-.04</td>
<td>-.07</td>
<td>.01</td>
<td>.03</td>
<td>1</td>
<td>-.17</td>
<td>-.03</td>
<td>-.17</td>
<td>-.01</td>
<td>-.03</td>
<td>-.05</td>
<td>.06</td>
<td>-.01</td>
<td>.09</td>
</tr>
<tr>
<td>Length</td>
<td>-.27</td>
<td>.21</td>
<td>.17</td>
<td>.15</td>
<td>-.17</td>
<td>1</td>
<td>.50</td>
<td>.58</td>
<td>.13</td>
<td>.09</td>
<td>.17</td>
<td>.04</td>
<td>.06</td>
<td>-.08</td>
</tr>
<tr>
<td>Onset</td>
<td>-.11</td>
<td>.10</td>
<td>.05</td>
<td>.03</td>
<td>-.03</td>
<td>.50</td>
<td>1</td>
<td>-.04</td>
<td>.18</td>
<td>.26</td>
<td>.03</td>
<td>.09</td>
<td>.08</td>
<td>.09</td>
</tr>
<tr>
<td>Coda</td>
<td>-.30</td>
<td>.37</td>
<td>.01</td>
<td>.05</td>
<td>-.17</td>
<td>.58</td>
<td>-.04</td>
<td>1</td>
<td>-.12</td>
<td>-.10</td>
<td>-.07</td>
<td>-.29</td>
<td>-.15</td>
<td>-.36</td>
</tr>
<tr>
<td>CVC1</td>
<td>.06</td>
<td>-.15</td>
<td>.27</td>
<td>-.04</td>
<td>-.01</td>
<td>.13</td>
<td>.18</td>
<td>-.12</td>
<td>1</td>
<td>.62</td>
<td>.51</td>
<td>.37</td>
<td>.31</td>
<td>.30</td>
</tr>
<tr>
<td>V1</td>
<td>(.05)</td>
<td>(.15)</td>
<td>(.04)</td>
<td>(.01)</td>
<td>(.13)</td>
<td>(.15)</td>
<td>(.10)</td>
<td>(.93)</td>
<td>(.59)</td>
<td>(.46)</td>
<td>(.34)</td>
<td>(.30)</td>
<td>(.29)</td>
<td></td>
</tr>
<tr>
<td>WC1</td>
<td>(.25)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CV1</td>
<td>-.02</td>
<td>-.07</td>
<td>.13</td>
<td>-.03</td>
<td>-.03</td>
<td>.09</td>
<td>.26</td>
<td>-.10</td>
<td>.62</td>
<td>1</td>
<td>.30</td>
<td>.23</td>
<td>.17</td>
<td>.20</td>
</tr>
<tr>
<td>VC1</td>
<td>(.02)</td>
<td>(.07)</td>
<td>(.12)</td>
<td>(.02)</td>
<td>(.04)</td>
<td>(.08)</td>
<td>(.22)</td>
<td>(.08)</td>
<td>(.59)</td>
<td>(.92)</td>
<td>(.28)</td>
<td>(.21)</td>
<td>(.17)</td>
<td>(.17)</td>
</tr>
<tr>
<td>WC2</td>
<td>-.07</td>
<td>-.12</td>
<td>.25</td>
<td>-.08</td>
<td>-.05</td>
<td>.17</td>
<td>.03</td>
<td>-.07</td>
<td>.51</td>
<td>.30</td>
<td>1</td>
<td>.22</td>
<td>.25</td>
<td>.20</td>
</tr>
<tr>
<td>CV2</td>
<td>(.05)</td>
<td>(.13)</td>
<td>(.23)</td>
<td>(.06)</td>
<td>(.05)</td>
<td>(.17)</td>
<td>(.02)</td>
<td>(.07)</td>
<td>(.46)</td>
<td>(.28)</td>
<td>(.92)</td>
<td>(.22)</td>
<td>(.23)</td>
<td>(.20)</td>
</tr>
<tr>
<td>VC2</td>
<td>.01</td>
<td>-.29</td>
<td>.31</td>
<td>.09</td>
<td>-.06</td>
<td>-.04</td>
<td>.09</td>
<td>-.29</td>
<td>.37</td>
<td>.23</td>
<td>.22</td>
<td>1</td>
<td>.56</td>
<td>.78</td>
</tr>
<tr>
<td>WC2</td>
<td>(.01)</td>
<td>(.28)</td>
<td>(.29)</td>
<td>(.07)</td>
<td>(.06)</td>
<td>(.05)</td>
<td>(.09)</td>
<td>(.29)</td>
<td>(.34)</td>
<td>(.21)</td>
<td>(.22)</td>
<td>(.95)</td>
<td>(.53)</td>
<td>(.78)</td>
</tr>
<tr>
<td>CV2</td>
<td>-.06</td>
<td>-.23</td>
<td>.35</td>
<td>-.08</td>
<td>-.01</td>
<td>.06</td>
<td>-.08</td>
<td>-.15</td>
<td>.31</td>
<td>.17</td>
<td>.15</td>
<td>.56</td>
<td>1</td>
<td>.43</td>
</tr>
<tr>
<td>VC2</td>
<td>(.03)</td>
<td>(.24)</td>
<td>(.32)</td>
<td>(.07)</td>
<td>(.01)</td>
<td>(.04)</td>
<td>(.06)</td>
<td>(.15)</td>
<td>(.30)</td>
<td>(.17)</td>
<td>(.23)</td>
<td>(.53)</td>
<td>(.93)</td>
<td>(.44)</td>
</tr>
<tr>
<td>WC2</td>
<td>.02</td>
<td>-.34</td>
<td>.35</td>
<td>.07</td>
<td>.09</td>
<td>-.08</td>
<td>.09</td>
<td>-.36</td>
<td>.30</td>
<td>.20</td>
<td>.20</td>
<td>.78</td>
<td>.43</td>
<td>1</td>
</tr>
</tbody>
</table>

Notes: Because type counts were better predictors when considering the six orthographic components, correlations with type counts are shown on top in each cell with the correlations involving token counts shown in parenthesis. Note that the correlations between type and token counts are between .92 and .97.
suggesting that readers are unlikely to rely on the information provided by the spellings of these two components in making their decisions about stress patterns.

Expectedly, spellings of CVC1, CVC2, and VC2 cuing trochaic stress were associated with a trochaic stress pattern and spellings cuing iambic stress were associated with an iambic stress pattern. The CV2 component, which was also identified as a significant predictor of stress, showed, on the other hand, a strange pattern of association between spellings and stress patterns. More specifically, as noted, for each component, spelling-to-trochaic stress consistency measures (with higher values meaning that the spelling of the component cues trochaic stress and lower values meaning that the spelling of the component cues iambic stress) were entered into the equation as predictors of trochaic (coded as “0”) or iambic stress (coded as “1”). Thus, we expected that any significant correlations for the orthographic components should be in the negative direction. This was, in fact, what we observed for CVC1, CVC2, and VC2, but not for CV2. For CV2, in contrast, the correlation was positive. Thus, according to this analysis, spellings of CV2 cuing trochaic stress (i.e., that had high spelling-to-trochaic stress consistency values) were associated with iambic stress and spellings of CV2 cuing iambic stress (i.e., that had lower spelling-to-trochaic stress consistency values) were associated with trochaic stress. A pattern such as this, of course, does not make much sense. We believe that the reversed relationship with stress patterns that CV2 demonstrated is likely the result of a suppression effect due to the presence in the equation of other variable(s) that are strongly correlated with it.

### Table 3
Measures of goodness of fit for the full and the final models from the binary logistic regression analysis of stress patterns in the corpus of Russian disyllabic words (Study 1)

<table>
<thead>
<tr>
<th>Model type</th>
<th>AIC</th>
<th>BIC</th>
<th>DIC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Goodness of fit measures</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full model (11 factors)</td>
<td>8856</td>
<td>8953</td>
<td>8830</td>
</tr>
<tr>
<td>Final model (6 factors)</td>
<td>8850</td>
<td>8913</td>
<td>8827</td>
</tr>
<tr>
<td><strong>B. Goodness of fit measures</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full model (11 factors)</td>
<td>9585</td>
<td>9954</td>
<td>9831</td>
</tr>
<tr>
<td>Final model (9 factors)</td>
<td>9558</td>
<td>9926</td>
<td>9829</td>
</tr>
</tbody>
</table>

Notes: A, measures for the models obtained in the type-based analysis; B, measures for the models obtained in the token-based analysis. A model that minimises AIC, BIC, and DIC is the preferred choice.

### Table 4
Descriptive characteristics of the set of words used in Study 2 and their correlations with stress patterns

<table>
<thead>
<tr>
<th>Word characteristics</th>
<th>Trochaic words</th>
<th>Iambic words</th>
<th>Total</th>
<th>( r_{pb} ) between a variable and stress patterns (coded as 0 and 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grammatical category</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nouns</td>
<td>158</td>
<td>123</td>
<td>281</td>
<td>.004</td>
</tr>
<tr>
<td>Verbs</td>
<td>44</td>
<td>62</td>
<td>106</td>
<td>.170**</td>
</tr>
<tr>
<td>Adjectives</td>
<td>66</td>
<td>22</td>
<td>88</td>
<td>-.172**</td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>.003</td>
</tr>
<tr>
<td>Log frequency</td>
<td>1.30 (1.13)</td>
<td>1.10 (1.01)</td>
<td>1.21 (1.08)</td>
<td>-.107**</td>
</tr>
<tr>
<td>Length</td>
<td>5.58 (1.02)</td>
<td>5.57 (0.99)</td>
<td>5.58 (1.01)</td>
<td>.009</td>
</tr>
<tr>
<td>Onset complexity</td>
<td>1.42 (.67)</td>
<td>1.20 (.63)</td>
<td>1.32 (.65)</td>
<td>-.148**</td>
</tr>
<tr>
<td>Coda complexity</td>
<td>.60 (.63)</td>
<td>.95 (.61)</td>
<td>.75 (.62)</td>
<td>.247**</td>
</tr>
<tr>
<td>Stress consistency</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CVC1-Type/CVC1-Token</td>
<td>.72 (.23)/.70 (.23)</td>
<td>.58 (.20)/.57 (.23)</td>
<td>.66 (.22)/.64 (.23)</td>
<td>-.490**/-.449**</td>
</tr>
<tr>
<td>CV1-Type/CV1-Token</td>
<td>.60 (.19)/.61 (.19)</td>
<td>.52 (.17)/.47 (.18)</td>
<td>.56 (.18)/.55 (.19)</td>
<td>-.330**/-.301**</td>
</tr>
<tr>
<td>VC1-Type/CV2-Token</td>
<td>.58 (.15)/.58 (.16)</td>
<td>.53 (.10)/.53 (.11)</td>
<td>.56 (.13)/.56 (.15)</td>
<td>-.224**/-.218**</td>
</tr>
<tr>
<td>CVC2-Type/CVC2-Token</td>
<td>.74 (.20)/.72 (.22)</td>
<td>.71 (.26)/.70 (.28)</td>
<td>.73 (.22)/.71 (.26)</td>
<td>-.652**/-.630**</td>
</tr>
<tr>
<td>CV2-Type/CV2-Token</td>
<td>.58 (.12)/.60 (.14)</td>
<td>.57 (.18)/.55 (.21)</td>
<td>.58 (.16)/.57 (.17)</td>
<td>-.351**/-.343**</td>
</tr>
<tr>
<td>VC2-Type/CV2-Token</td>
<td>.65 (.18)/.63 (.19)</td>
<td>.63 (.23)/.63 (.21)</td>
<td>.64 (.21)/.63 (.20)</td>
<td>-.507**/-.503**</td>
</tr>
</tbody>
</table>

Notes: Trochaic words refer to disyllabic words with stress on their first syllable. Iambic words refer to disyllabic words with stress on their second syllable. Total refers to all disyllabic words of the set (\( N = 480 \)). The distribution of words across grammatical categories is given in total counts of words belonging to each grammatical category in the corpus. For log frequency, length, onset complexity, coda complexity, and spelling-to-stress consistency measures, means and standard deviations (in brackets) are provided. All spelling-to-stress consistency measures reflect mapping of spelling of the corresponding component onto the correct stress patterns that words in the corpus have (i.e., trochaic stress for the trochically stressed words and iambic stress for the iambically stressed words).

**Point-biserial correlation \( (r_{pb}) \) is significant at \( p < .01 \).
stress patterns and that act as suppressor(s) of CV2 (Wurm & Fisicaro, 2014). The idea that we have observed a suppression effect for the CV2 variable is supported by the fact that the direction of the bivariate correlation between CV2 and stress patterns was negative, as would be expected (see Table 1). Such behaviour of the CV2 variable (i.e., a positive regression coefficient in the multiple regression equation despite the fact that the binary correlation between the predictor and the outcome variable is negative) appears to be a classical illustration of the suppression effect in action (Friedman & Wall, 2005; Maassen & Bakker, 2001).

**STUDY 2: GENERALISED LINEAR MIXED-EFFECTS REGRESSION OF A SET OF PREDICTORS ON STRESS-ASSIGNMENT PERFORMANCE BY NATIVE SPEAKERS OF RUSSIAN.**

In order to conclude that any particular cue is an important source of evidence for stress, it is necessary to demonstrate that this cue is not only of high validity (i.e., strongly associated with a stress pattern), the goal of Study 1, but also of high utility (i.e., that it impacts readers’ performance in word naming). To assess the utility of the stress cues, we applied a generalised linear mixed-effects model with the set of predictors used in Study 1 to response latencies and stress-assignment performance of readers naming disyllabic words. Thus, we investigated whether some sources of evidence for stress are in associative probabilistic relations with stress patterns not only in a normative language corpus, but also in observable word naming performance of readers, performance that might, in fact, deviate from the standards and norms reflected in the corpus.

**Method**

*Participants.* Thirty-four undergraduate students from Altay State University (Barnaul, Russia) took part in this experiment for a small monetary remuneration (age 17–23; $M = 19$). All were native speakers of Russian. None of the participants reported high proficiency in any second language.

*Materials.* A set of 500 disyllabic words (see Appendix A) was randomly selected from the database created for Study 1. This set included both polymorphic and monomorphemic words. Out of 500 selected words, 20 had ambiguous stress (also known as minimal stress pairs) as they corresponded to two lexical items that differed in stress pattern only (e.g., *coki* [sóksi]—plural for “pacificer” vs. *cokii* [sokii]—plural for “nipple”). These words might be the source of stress-assignment confusion for readers; therefore, we decided to exclude them from the study.

To make sure that the selected set of words is representative of the full corpus of Russian disyllabic words from the point of view of associations existing between the identified cues and stress patterns, we ran a binary logistic regression on these words that was similar to that carried out in Study 1 (see Table 4 for the descriptive statistics for the examined predictors and correlations between each predictor and stress patterns in the selected set of Russian disyllabic words). The results of this analysis showed that five variables were individually associated with stress patterns in the corpus of 480 words: Onset Complexity ($z = −1.93, p = .05$), Coda Complexity ($z = 1.98, p = .05$), CVCI ($z = −5.07, p < .001$), CVC2 ($z = −5.46, p < .001$), and VC2 ($z = −1.80, p = .06$). These stress cues were also reported to have high validity in predicting stress patterns in Study 1, where a corpus of 13,943 words was analysed. The only variable that was a significant predictor of stress in Study 1 that did not make it into the final model in this analysis of the much smaller corpus was CV2. However, remember that in Study 1, the CV2 variable demonstrated an unexpected reversed relationship with stress patterns, implying that the appearance of this component in many words with trochaic stress was associated with a higher likelihood that a word with that pattern had iambic stress. As discussed, this fact implies that this factor’s inclusion in the set of predictors appears to have been the result of a suppression effect. Most importantly, overall, the results of the binary logistic regression on the corpus of 480 selected words suggest that this corpus is representative of the much larger corpus of Russian disyllabic words in that the same stress cues have high validity.

---

*In this research, morphology as a potential stress cue was not examined directly: In Russian, there are a few derivational morphemes, mainly of foreign origin (e.g., -ism (ism) as in fascism, anti- (anti-) (athemism)) that may be predictive of assigned stress patterns; however, the majority of derivational and inflectional morphemes are not associated with a single stress pattern and, thus, are likely not highly reliable sources of evidence for stress.*
Procedure

Participants were instructed to read aloud words presented on a screen as quickly and as accurately as possible. Instructions and stimuli were presented using the DMDX display system (Forster & Forster, 2003). Participants’ response times defined as the elapsed time between the word’s presentation and the triggering of the voice-key as well as complete vocal responses were recorded. The list of 480 words used as stimuli in Study 2 was mixed with another 520 disyllabic words, some of which were to be analysed in Study 3. The total of 1,000 words was presented in 4 blocks of trials. Every participant named all blocks of trials. The order of blocks and of words within blocks was randomised for each participant. Each trial started with the presentation of a fixation point for 500 ms. The target word in upper case appeared in white on a black background (Courier New, 12 font) for 2,000 ms or until the participant responded. The intertrial interval was 1,000 ms.

Results and discussion

Using CheckVocal (Protopapas, 2007), the first author and two other native speakers of Russian who were unaware of the purpose of the experiment marked stress patterns (i.e., trochaic vs. iambic) that participants assigned to words. There were no cases that were treated by these markers as ambiguous from the point of view of stress pattern assignment. A pronunciation of a word with a trochaic stress was coded as “0”; whereas a pronunciation of a word with an iambic stress was coded as “1.”

First of all, we examined whether stress patterns assigned by readers to words were any different from stress patterns that these words have according to dictionaries. Although there was a strong positive correlation between behavioural and normative data (which was expected as readers do know these words and their correct stress patterns), the correlation was not perfect, $r (16,318) = .85$, $p < .001$. Participants incorrectly assigned iambic stress to trochaically stressed words in approximately 6% of cases and trochaic stress to iambically stressed words in 11% of cases. Thus, stress-assignment performance of readers of Russian did, in fact, deviate to a certain degree from the norms described in dictionaries. Study 2 allowed us to investigate what factors might have produced such deviations from the norms in the behavioural data as well as to assess how the examined factors impacted the speed of naming responses.

In the analysis of stress patterns assigned by readers, that categorical variable (i.e., which pattern was assigned by the majority of the readers) was the dependent measure in a generalised linear mixed-effects model (GLMM), with Subjects and Items considered as random crossed factors and Grammatical Category, Log Frequency, Length, Onset Complexity, Coda Complexity, CV1, CV1, CVC1, CVC2, CV2, and VC2 considered as fixed factors. In the analysis of naming latencies, the characteristics of the initial phoneme (vowel; bilabial-occlusive; labiodental-fricative; labiodental-sonorant; alveolar-occlusive; alveolar-affricate; alveolar-fricative; alveolar-sonorant; velar-fricative; glottal-occlusive; and glottal-fricative) which might have an impact on the triggering of the voice-key was also included as an additional fixed factor. The characteristics of the initial phoneme are not of theoretical interest in this study, but that factor was included in order to remove any variance associated with it. Note also that in the analysis of naming latencies, spelling-to-stress consistency measures of orthographic components were computed differently from that in the analysis of stress patterns assigned by readers (where the computation was of the spelling-to-trochaic stress consistency for all words). In particular, for words with a trochaic stress pattern, spelling-to-trochaic stress consistency was computed, and for words with an iambic stress pattern, spelling-to-iambic stress consistency was computed.

Similar to Study 1, two separate sets of GLMMs were conducted. In the first set (the type-based analyses), six orthographic components reflecting spelling-to-stress consistency measures based on type counts were entered into regression equations along with the rest of the variables. In the second set of regressions (the token-based analyses), six orthographic components reflecting spelling-to-stress consistency measures based on token counts were entered into the regression equation along with the rest of the variables. The analyses were exploratory in nature as the goal was to find a model with a minimum possible number of factors that would fit the data well. The procedures were identical to those used in Study 1. The goodness of fit of a model was assessed using the same measures and likelihood ratio tests as in Study 1 (see Table 5).

Further, due to the fact that in prior research, some studies reported significant interactions of spelling-to-stress consistency of word endings and lexical frequency (i.e., a consistency effect is present for low, but not high frequency words;
Colombo, 1992), we decided to explore whether such relations would be observed in our data set. Therefore, additional sets of GLMMs with interactions of Log Frequency and CVCI, CV1, VC1, CV2, CV2, and VC2 entered as fixed factors among the other predictor variables of interest (that were described earlier) were run. These models were fitted both to stress pattern assignment and response latency data following the same procedure as the models without the interaction factors.

### Analysis of stress patterns assigned by readers

The simplified model for the type-based analysis had four predictors, although only three of them were individually significant predictors of stress patterns assigned to words: VC1 \( z = -1.50, p = .13 \), VC2 \( z = -2.43, p = .02 \), CVC2 \( z = -9.47, p < .001 \), and CVC1 \( z = -5.46, p < .001 \). This model’s fit to the data was as good as that of the full model, \( \chi^2 (8) = 7.85, p = .45 \), and significantly better than that of the null model, \( \chi^2 (4) = 444.57, p < .001 \).

In the simplified model for the token-based analysis, three factors were significant predictors of stress pattern assignment: VC2: \( z = -5.14, p < .001 \), CVC2: \( z = -9.09, p < .001 \), and CVC1: \( z = -9.55, p < .001 \). This model could explain the data as well as the full model, \( \chi^2 (9) = 12.80, p = .17 \), and significantly better than the null model, \( \chi^2 (3) = 152.61, p < .001 \). Finally, the simplified model for the type-based analysis fit the data significantly better than the model for the token-based analysis, \( \chi^2 (1) = 19.95, p < .001 \).

The same three factors remained significant predictors of stress pattern assignment performance in the models with interaction effects entered into the equations (significant predictors of stress in the type-based analysis: VC2, \( z = -4.03, p < .001 \), CVC2, \( z = -5.14, p < .001 \), and CVC1, \( z = -9.37, p < .001 \); significant predictors of stress in the token-based analysis: VC2, \( z = -5.34, p < .001 \), CVC2, \( z = -4.48, p < .001 \), and CVC1, \( z = -9.50, p < .001 \)). In addition, there were significant interactions of CVC2 and Log Frequency (type-based analysis: \( z = -1.95, p = .05 \); token-based analysis: \( z = -2.81, p = .01 \)) and of VC2 and Log Frequency (type-based analysis: \( z = -2.11, p = .04 \); token-based analysis: \( z = -2.22, p = .03 \)), suggesting that the effect of these orthographic components on stress pattern assignment is most evident for words of low frequency. To conclude, it appears that three factors (CVC1, CVC2, and VC2) are clearly in associative relationships with stress pattern assignments of readers naming disyllabic words and that two of those factors may interact with frequency.

### Analysis of naming latencies

The simplified model obtained in the type-based analysis had six fixed factors, with all of them being significant predictors of naming latencies: Log Frequency \( t(16,810) = -8.82, p < .001 \), Length \( t(16,810) = 3.22, p = .001 \), Onset Complexity \( t(16,810) = 5.24, p < .001 \), CVC1 \( t(16,810) = -4.89, p < .001 \), CVC2 \( t(16,810) = -1.97, p = .05 \), and VC2 \( t(16,810) = -2.90, p = .01 \). This model’s fit to the data was as good as that of the full model, \( \chi^2 (16) = 9.80, p = .88 \), and significantly better than that of the null model, \( \chi^2 (6) = 149.43, p < .001 \).

The simplified model obtained in the token-based analysis had the same six predictors: Log Frequency \( t(16,810) = -7.08, p < .001 \), Length \( t(16,810) = 3.01, p = .002 \), Onset Complexity \( t(16,810) = 5.09, p < .001 \), CVC1 \( t(16,810) = -4.74, p < .001 \), CVC2 \( t(16,810) = -2.03, p = .05 \), and VC2 \( t(16,810) = -1.89, p = .06 \). This model’s fit to the data was as good as that of the full model, \( \chi^2 (16) = 2.32, p = .99 \), and significantly better than that of the null model, \( \chi^2 (6) = 106.08, p < .001 \). There was no significant difference in the goodness of fit of the final models obtained in the type- versus token-based analyses, \( \chi^2 (1) = 0.09, p = .76 \).

The same set of variables was identified as predictors of response latencies in the analysis that included interaction effects (significant predictors of response latencies in the type-based analysis: Log Frequency, \( t(16,810) = -1.93, p = .05 \); Length, \( t(16,810) = 3.21, p = .01 \); Onset Complexity, \( t(16,810) = 4.90, p < .001 \); CVC1, \( t(16,810) = -3.18, p = .01 \); CVC2: \( t(16,810) = -1.90, p = .06 \); VC2: \( t(16,810) = -2.37, p = .02 \); significant

---

**Table 5** Measures of goodness of fit for the full and the final models from the generalised linear mixed-effects model analysis of stress pattern assignment performance of native speakers of Russian naming 480 disyllabic words (Study 2)

<table>
<thead>
<tr>
<th>Model type</th>
<th>AIC</th>
<th>BIC</th>
<th>DIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full model (11 factors)</td>
<td>7478</td>
<td>7585</td>
<td>7451</td>
</tr>
<tr>
<td>Final model (4 factors)</td>
<td>7474</td>
<td>7532</td>
<td>7451</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model type</th>
<th>AIC</th>
<th>BIC</th>
<th>DIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full model (11 factors)</td>
<td>7586</td>
<td>7698</td>
<td>7558</td>
</tr>
<tr>
<td>Final model (6 factors)</td>
<td>7490</td>
<td>7535</td>
<td>7480</td>
</tr>
</tbody>
</table>

Notes: A. measures for the models obtained in the type-based analysis; B. measures for the models obtained in the token-based analysis. A model that minimises AIK, BIK, and DIC is the preferred choice.
predictors of response latencies in the token-based analysis: \( \text{Log Frequency}, t(16,810) = -2.01, p = .04; \text{Length}, t(16,810) = 3.26, p = .01; \text{Onset Complexity}, t(16,810) = 5.13, p < .001; \text{CVC1}, t(16,810) = -1.96, p = .05; \text{CVC2}, t(16,810) = -2.02, p = .04; \text{VC2}, t(16,810) = -2.03, p = .05 \). In addition, in the model for the type-based analysis, there was a marginally significant interaction of \( CV1 \) and \( \text{Log Frequency} \), \( t(16,810) = -1.91, p = .06 \), whereas in the model for the token-based analysis, there was a significant interaction of \( CVC1 \) and \( \text{Log Frequency} \), \( t(16,810) = -2.55, p = .01 \). These interactions suggest that the impact of the \( CV1 \) and \( CVC1 \) orthographic components on speed of naming of disyllabic words varies with the frequency of those words with the effect of the factor being larger for low frequency words.

In conclusion, along with variables such as \( \text{Log Frequency} \), \( \text{Length} \), and \( \text{Onset Complexity} \) that are known to have an impact on naming latencies (Bijeljac-Babic, Millogo, Farioli, & Grainger, 2004; Brysbaert et al., 2011; Rastle & Davis, 2002), spelling-to-stress consistencies of three orthographic components that we identified as strong predictors of stress pattern assignment performance (\( CVC1 \), \( CVC2 \), and \( VC2 \)) were also predictive of the speed of processing of disyllabic words. Thus, words with \( CVC1 \), \( CVC2 \), and/or \( VC2 \) components that signalled stress patterns inconsistent with these words’ actual stress patterns were associated with both more stress-assignment errors and longer response times than words with \( CVC1 \), \( CVC2 \), and/or \( VC2 \) components that signalled stress patterns consistent with the words’ actual stress patterns.9

**STUDY 3: FACTORIAL INVESTIGATION OF THE IMPACT OF CVC1, CVC2, AND VC2 ON WORD NAMING**

To assess whether the hypothesised relationships between \( CVC1 \), \( CVC2 \), and \( VC2 \) and stress patterns generalise to words beyond the data set used in Study 2, a further validation of each variable as a source of evidence for stress was undertaken using a factorial experimental design.10 To do so, we selected words with \( CVC1 \), \( CVC2 \), or \( VC2 \) spellings that were highly consistent or highly inconsistent with the actual stress patterns that these words have. If readers, indeed, pay attention to the spellings of each of these components as sources of evidence for stress when making stress-assignment decisions, then, we should observe faster and more accurate performance for readers on words with highly consistent, as opposed to inconsistent, spellings of \( CVC1 \), \( CVC2 \), or \( VC2 \). The observation of such a pattern of results would mean that \( CVC1 \), \( CVC2 \), and \( VC2 \) are, indeed, valid and reliable sources of evidence for stress in Russian.

**Method**

**Participants.** The participants were the same 34 individuals who participated in Study 2.

**Materials.** Three testing sets, with 40 disyllabic words in each set, were created (see Appendix B). None of the words selected for Study 3 were used in Study 2. In each set, spelling-to-stress consistencies (both type-based and token-based) of one orthographic component were manipulated (consistent vs. inconsistent), whereas spelling-to-stress consistencies of two others (both type-based and token-based) were controlled. Further, in each set, words with consistent versus inconsistent spelling-to-stress mappings were matched on stress patterns, grammatical category, length, logarithmic word frequency, onset and coda complexity, and in a word-by-word manner, on initial phoneme characteristics. Due to the fact that, in Study 2, some evidence for the impact of frequency on the spelling-to-stress consistency effect for the \( CV1 \) component on the speed of naming was found (i.e., an interaction of \( CV1 \) and \( \text{Log Frequency} \) in the token-based analysis), all items were matched on the \( CV1 \) variable. The mean characteristics of the word sets are shown in Table 6.

---

9 As noted, Russian is transparent in its mapping of orthography to segmental phonology, but quite opaque in its lexical stress system. This characteristic of Russian was apparent in the distribution of types of errors in Study 2. Overall, the Study 2 error rate in word naming was 9.72%, with 94.13% of these errors being stress-assignment errors. The initial analysis reported for Study 2 (the analysis of stress patterns assigned by readers) was essentially an analysis of stress-assignment errors. No analysis of the other types of errors was undertaken due to their extremely low number.

10 Although \( CV1 \) contributed significantly to the final model in the type-consistency analysis of Study 2, because it was not significant in the token-consistency analysis in Study 2 nor did it emerge as a significant predictor of stress in the type-consistency analysis in Study 1, the argument that it might be a viable cue to stress assignment in Russian is weak. Therefore, \( CV1 \) consistency was not one of the variables investigated in Study 3.
Procedure

Because the naming data for these words were collected at the same time as the naming data in Study 2, the procedure was identical to that of Study 2.

Results and discussion

Responses were marked using the same procedure as in Study 2. Latencies were analysed using a linear mixed-effects model, whereas error rates were analysed using a generalised linear mixed-effects model. In these analyses, Subjects and Items were considered crossed random factors, and Stress Consistency (consistent vs. inconsistent) of CVC1, CVC2, or VC2 (depending on the testing set) was considered a fixed factor. Two separate models (with type-based or token-based Stress Consistency) were fit to the data of each set. Note that in Study 3 spelling-to-correct stress consistency measures were computed and used as fixed factors in the models. In particular, for words with a trochaic stress pattern, it was a spelling-to-trochaic stress consistency measure and for words with an iambic stress pattern, it was a spelling-to-iambic stress consistency measure. Therefore, low consistency values in Study 3 indicate that the word is inconsistent with its neighbourhood. The analysis was conducted using the R package lme4 (Bates & Maechler, 2010). The mean latencies and percentage of errors are shown in Table 7.

CVC1: In the model with the type-based Stress Consistency of CVC1 entered as a fixed factor, there was a significant main effect of Stress Consistency of CVC1 both in the accuracy ($z = -4.10$, $p < .001$) and in the latency data ($t(1,286) = -2.42$, $p = .02$). Further, the pattern of results remained the same in the model using the token-based Stress Consistency of CVC1: there was a significant main effect of Stress Consistency of CVC1 in the accuracy ($z = -4.61$, $p < .001$) and in the latency data ($t(1,286) = -2.16$, $p = .03$). The participants were faster and more accurate in naming words with consistent ($M = 636$ ms ($SD = 49$), 2% incorrect responses) versus inconsistent ($M = 680$ ms ($SD = 56$), 9% incorrect responses) mappings of the orthography of CVC1 onto stress patterns.

CVC2: There was a significant effect of Stress Consistency of CVC2 on the accuracy of performance both in the type-based ($z = -2.73$, $p = .01$) and in the token-based analyses ($z = -2.65$, $p = .01$). The effect of Stress Consistency of CVC2 on response latency was significant in the token-based analysis ($t(1,286) = -1.93$, $p = .05$) and marginal in the type-based analysis ($t(1,286) = -1.79$, $p = .07$). The participants were faster and more accurate in naming words with consistent ($M = 633$ ms ($SD = 58$), 4% incorrect responses) versus inconsistent ($M = 667$ ms ($SD = 43$), 12% incorrect responses) mappings of the orthography of CVC2 onto stress patterns.

VC2: When the type-based Stress Consistency of VC2 was entered as a fixed factor in the model, the main effect of Stress Consistency of VC2 was significant in the analysis of the accuracy data ($z = -2.69$, $p = .01$) and marginal in the analysis of the latency data ($t(1,286) = -1.81$, $p = .07$). In the model with the token-based Stress Consistency of VC2, the results were identical (errors: $z = -3.09$, $p < .001$; latencies: $t(1,286) = -1.72$, $p = .09$). These results showed that the participants were more accurate and slightly faster in naming words with consistent ($M = 635$ ms ($SD = 40$), 4% incorrect responses) versus inconsistent ($M = 667$ ms ($SD = 63$), 11% incorrect responses) mappings of the orthography of VC2 onto stress patterns.

GENERAL DISCUSSION

The main purpose of the present research was to identify a set of cues that are in predictive relationships with (a) stress patterns that Russian disyllables have in the corpus and (b) stress patterns that native speakers of Russian assign to disyllabic words. The 11 potential stress cues that were examined in the regression (Studies 1 and 2) and factorial (Study 3) studies were Grammatical Category, Log Frequency, Word Length, Word Onset Complexity, Word Coda Complexity, and the following orthographic components: CVC1, CV1, VC1, CVC2, CV2, and VC2. In Study 1, a set of cues that are probabilistically associated with stress patterns in Russian were discovered. Then, in Studies 2 and 3, we assessed the strength of the relationship between these cues and the actual performance of speakers of Russian naming disyllabic words.

The results of Study 1 showed that in the corpus of Russian disyllabic words there were six variables that were in strong associative relationships with stress patterns: Word Onset Complexity, Word...
Coda Complexity and the orthographic components CVC1, CVC2, CV2, and VC2. The following relationships between stress cues and stress patterns in Russian disyllables were identified.

First, disyllabic words with complex onsets are more likely to have a trochaic than an iambic stress pattern, whereas the presence of complex codas in words appears to be associated with an iambic rather than a trochaic stress pattern. Evidence that the complexity of words’ onsets and codas is related to stress patterns in the same way as observed in the present data has been previously provided in English (Kelly, 2004; Kelly et al., 1998). Further, there is corroborating support for there being an association between word onsets and stress patterns in Russian (Ryan, 2014). Thus, the results from both Russian and English studies demonstrate that a syllable with a more complex structure is likely to be stressed in a disyllabic word. In linguistics, this effect of the complexity of onsets and codas on stress pattern assignment can be ascribed to the concept of syllabic weight (Gordon, 2006). The idea is simply that so called “heavy” syllables (i.e., syllables having more segments) tend to be more likely to be stressed than “light” syllables (i.e., syllables having fewer segments). Traditionally, the concept of syllabic weight referred only to the structure of the rhyme (i.e., nucleus vowel and coda), ignoring the onset (Hyman, 1985). More recently, there have been demonstrations that the onset’s structure also contributes to the syllabic weight (Gordon, 2005; Ryan, 2014).

The other four variables that were predictive of stress patterns in the corpus were the orthographic components CVC1, CVC2, CV2, and VC2. For three of these components (CVC1, CVC2, and VC2), the nature of the neighbourhoods created by different versions of that component was significantly predictive of the stress of a word containing that specific component (e.g., in English, the existence of the unstressed—der in murder, fodder, order, border, etc. would predict that words ending in—der should be assigned trochaic stress). On the other hand, for the orthographic component CV2, there was an unexpected reversed relationship between the consistency measure and the stress pattern. More specifically, the analysis indicated the specific versions of that component that had neighbourhoods having mainly trochaic stress were predictive of an iambic stress assignment. This result is, of course, completely counterintuitive and virtually impossible to interpret from the perspective of any cognitive mechanisms, suggesting that it is likely an artefact of the multiple regression analysis. Therefore, although CV2 as a variable was a significant predictor of stress in the final equation, it seems unlikely that CV2 is a valid stress cue in Russian.

Out of the three orthographic components that were found to be significant predictors of stress in Russian, only the association between VC2 and stress patterns has been previously investigated. That is, VC2 is essentially the orthographic component previously referred to as word ending (defined as the letters corresponding to the vowel

### TABLE 6
Characteristics of the words used as stimuli in Study 3

<table>
<thead>
<tr>
<th>Condition</th>
<th>Length</th>
<th>Log frequency</th>
<th>CVC1 consistency</th>
<th>CVC2 consistency</th>
<th>VC2 consistency</th>
<th>CV1 consistency</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVC1 consistent</td>
<td>6.00</td>
<td>1.10</td>
<td>.94(.92)</td>
<td>.60(.59)</td>
<td>.59(.57)</td>
<td>.57(.62)</td>
</tr>
<tr>
<td>CVC1 inconsistent</td>
<td>5.65</td>
<td>1.23</td>
<td>.21(.17)</td>
<td>.67(.71)</td>
<td>.54(.54)</td>
<td>.63(.60)</td>
</tr>
<tr>
<td>CVC2 consistent</td>
<td>5.45</td>
<td>1.32</td>
<td>.69(.72)</td>
<td>.85(.86)</td>
<td>.56(.56)</td>
<td>.60(.58)</td>
</tr>
<tr>
<td>CVC2 inconsistent</td>
<td>5.15</td>
<td>1.21</td>
<td>.68(.69)</td>
<td>.22(.19)</td>
<td>.58(.51)</td>
<td>.54(.58)</td>
</tr>
<tr>
<td>VC2 consistent</td>
<td>5.60</td>
<td>1.08</td>
<td>.62(.62)</td>
<td>.60(.58)</td>
<td>.78(.76)</td>
<td>.65(.59)</td>
</tr>
<tr>
<td>VC2 inconsistent</td>
<td>5.50</td>
<td>1.29</td>
<td>.66(.67)</td>
<td>.54(.53)</td>
<td>.24(.25)</td>
<td>.60(.63)</td>
</tr>
</tbody>
</table>

Note: Consistency measures provided are based on both type and token (in brackets) counts.

### TABLE 7
Mean RTs (in ms) and error rates of native speakers of Russian naming words with consistent vs. inconsistent spelling-to-stress mappings of CVC1, CVC2, and VC2 (Study 3)

<table>
<thead>
<tr>
<th>Word type</th>
<th>RTs (in ms)</th>
<th>Error rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVC1 consistent</td>
<td>636</td>
<td>2</td>
</tr>
<tr>
<td>CVC1 inconsistent</td>
<td>680</td>
<td>9</td>
</tr>
<tr>
<td>CVC2 consistent</td>
<td>633</td>
<td>4</td>
</tr>
<tr>
<td>CVC2 inconsistent</td>
<td>667</td>
<td>12</td>
</tr>
<tr>
<td>VC2 consistent</td>
<td>635</td>
<td>4</td>
</tr>
<tr>
<td>VC2 inconsistent</td>
<td>666</td>
<td>11</td>
</tr>
</tbody>
</table>

Note: Words were consistent/inconsistent with the actual stress patterns that these words have based on type and token counts.
of the second syllable and all following consonants). There is consistent evidence that there are probabilistic relations between word endings and stress patterns in English (Arciuli & Cupples, 2006, 2007; Arciuli et al., 2010). The present research further documents the existence of a relationship between VC2 and stress patterns in Russian, a language with a stress system quite different from that in English. Interestingly, Russian is also different from English in that 31% of Russian words have VC2 components that contain only nucleus vowels but no codas, which seems to be a much larger proportion than in English. Thus, the orthography of the VC2 component might be thought of as being more generic in Russian compared to English.

However, as the results of the present research and the research by Jouravlev and Lupker (2014) showed, VC2 is, in fact, specific enough in Russian to be a valid cue to stress in disyllabic words. Further, VC2 remains valid even when the impact of VC2, a component that partially overlaps with VC2, is accounted for. Spelling-to-stress consistency measures of the first syllable (CVC1) and of the second syllable (CVC2) have not been previously studied as stress cues in any other languages. The fact that such associations were found in Russian might act as an incentive for further examinations of the relationship between CVC1/CVC2 and stress patterns in other languages.

Another orthographic component that has been previously shown to be probabilistically related to stress patterns in English is word beginnings (Arciuli et al., 2010). Word beginnings (defined as all letters up to and including the vowel of the first syllable) correspond to the CV1 component in our analysis. In none of the analyses reported in this paper, was CV1 a significant predictor of stress patterns in Russian (although note that there was a significant interaction of CV1 and Log Frequency in the analysis of response latencies in Study 2). The obvious question is why. One possibility is that, in contrast to English, Russian word beginnings actually are not effective stress cues. A second possibility is that they are not effective cues in either Russian or English and that their apparent impact in prior research was actually due to the impact of a confounding factor such as the orthography of the first syllable (i.e., CVC1). A third and more likely possibility is that associative relationships between word beginnings and stress patterns do exist not only in English but also in Russian, however, the regression analysis (Studies 1 and 2) did not identify them as such due to the fact that we included so many factors, including CVC1 consistency, among our predictors. For predictors that are correlated and provide partially overlapping information, a regression model will select the most strongly correlated cue first which can lead to it disregarding other less informative and partially overlapping cues. Indeed, as seen from the correlational analysis of spelling-to-stress consistencies of CV1 (word beginning) and CVC1 in the present corpus, these two variables are strongly related, \( r (13,943) = .62, p < .001 \), and, as a result, most of the variance in stress patterns that CV1 explains can also be explained by CVC1. Essentially, the analysis may have robbed CV1 of much of its variance.

In thinking about which of these three possibilities might be correct, it is potentially worth noting that if, as in the study done in English (Arciuli et al., 2010), our logistic regression model had contained CV1 but not CVC1 as a potential stress cue, CV1 would have been regarded as a significant predictor of stress patterns in Russian (type-based analysis: \( z = -2.4, p = .02 \); token-based analysis: \( z = -2.6, p = .01 \)) although the model with CV1 but not CVC1 in it does fit the data significantly worse than the model that has both CV1 and CVC1 (type-based analysis: \( \chi^2 (1) = 2,318.78, p < .001 \); token-based analysis: \( \chi^2 (1) = 2,298.11, p < .001 \)). Further, it is also worth noting, as just mentioned, that there was a significant interaction of CV1 and Log Frequency in one of the analysis of Study 2 which supports the idea that the orthography of word beginnings does matter in Russian at least when low frequency words are processed.

The same type of situation also exists between VC2 (word ending) and CVC2 \( (r (13,943) = .78, p < .001) \). Despite being correlated, however, each of these variables apparently accounts for a substantial amount of individual variance in stress patterns and, therefore, both VC2 and CVC2 remained in the regression equation as significant predictors of stress. The implication is that VC2 (word endings) are likely stronger cues to stress than CV1 (word beginnings). A similar argument concerning the special status of word endings (VC2) compared to word beginnings (CV1) has been previously made by Arciuli et al. (2010).

Another variable that has been previously suggested to act as a cue to lexical stress is grammatical category (Arciuli & Cupples, 2004; 2006; Jouravlev & Lupker, 2014; Kelly & Bock, 1988). In Russian, most disyllabic adjectives have trochaic stress (81% of the adjectives in the corpus of Study 1). Thus, the information about the distribution of stress patterns across words of this grammatical category, indeed, might assist readers in their
stress-assignment decisions, and that is exactly what Jouravlev and Lupker (2014) demonstrated in their prior research. In particular, they found that trochaically stressed adjectives were named faster and more accurately than iambically stressed adjectives. Note, however, that this evidence was obtained in one of the planned comparisons where adjectives were analysed separately as a group. In the main analysis of Jouravlev and Lupker (2014), there was no evidence for a significant interaction of stress type and grammatical category. Similarly, in the present research, we did find that adjectives were strongly correlated with stress patterns ($r (13,943) = −.22, p < .001$), however, in the binary logistic regression of Study 1 that involved all the predictor variables, grammatical category was not identified as a significant predictor of stress in Russian disyllables. The most likely explanation of this result is that, for all other grammatical categories in Russian, there is no stress pattern that occurs more frequently than the other pattern (see Table 1 for the distribution of trochaic vs. iambic stress patterns for all grammatical categories) and because adjectives comprise only about 15% of the corpus of disyllables, information about grammatical category would be helpful in assigning stress for only a small subset of words in the corpus. Therefore, while grammatical category may be a cue to stress assignment in Russian, evidence supporting that claim would be expected to be rather weak.

To summarise, in Study 1, we singled out a set of five variables that are probabilistically associated with stress patterns in the corpus of Russian disyllabic words: Onset Complexity, Coda Complexity, and the orthographic components CVC1, CVC2, and VC2. The goal of Study 2 was to assess whether all of these stress cues or, alternatively, only a particular subset of these cues are used by readers in assigning stress. This goal was accomplished by examining stress-assignment performance and naming latencies of speakers of Russian. Those individuals were found to make use of the existence of probabilistic relationships between stress patterns and orthographies for only three out of the five components: CVC1, CVC2, and VC2. If the stress pattern cued by the CVC1, CVC2, and/or VC2 in a word was the one that a word had, participants were faster to name that word and less likely to assign it the incorrect stress pattern. On the other hand, if the CVC1, CVC2, and/or VC2 of a word cued an incorrect stress pattern, readers were often misled, causing them to slow down and to make stress-assignment errors.

These findings of associative relationships between the orthography of the three components and the ease of stress pattern assignment were further corroborated, using a factorial design, in Study 3 where participants named Russian disyllabic words with different degrees of spelling-to-stress consistency of CVC1, CVC2, or VC2. The results of Study 3 showed that participants were more accurate in assigning stress patterns to words with CVC1s, CVC2s, or VC2s that had consistent versus inconsistent spelling-to-stress mappings. The reliance of readers on the orthography of VC2 (word endings) in making decisions about the stress pattern to be applied to a polysyllabic word has been previously demonstrated in English (Arciuli & Cupples, 2006, 2007; Arciuli et al., 2010) and in Russian (Jouravlev & Lupker, 2014). Therefore, it is likely that the word ending is indeed a strong cue to stress that is of relevance in a number of languages. The present study is the first one to demonstrate that the orthography of syllables (CVC1 and CVC2) also appears to be used by readers of Russian in the process of stress assignment.

The results of Study 2 also indicated that readers of Russian do not make use of all potential stress cues that are present in the Russian language. Although word onset complexity and word coda complexity were significant predictors of stress patterns in the corpus of words used as stimuli in Study 2, the participants’ responses seemed to be driven mainly by the other three potentially useful cues to stress (i.e., CVC1, CVC2, and VC2). The absence of effects of word onset complexity and word coda complexity on stress assignment in Russian stands in contrast to the results reported in English (Kelly, 2004; Kelly & Bock, 1988). There are, again, three potential reasons for this difference. These factors could matter in English but not in Russian. They may not matter in either language and evidence of their impact in prior research was due to a confound with other factors. Finally, they may matter in both languages, but their impact was obscured in the present research by the large number of predictors of stress assignment being analysed. Consistent with the first of these possibilities, it does appear that the impact of CVC1, CVC2, and VC2 consistencies is quite strong and, potentially, sufficient for proper stress assignment in Russian. Hence, using the complexity of word onsets or word codas as predictors of stress patterns may not be necessary for readers/speakers of that language.

Overall, Studies 2 and 3 demonstrated that stress-assignment errors occur quite often in Russian (8%
of words in Study 2 and 7% of words in Study 3 were mis-stressed). For some of these words, stress-assignment errors were committed by more than half of our participants, suggesting that there may be some non-lexical information in these commonly mis-stressed words that cues incorrect stress patterns and leads the readers astray. To assess this possibility, we examined the descriptive characteristics of a subset of words from Studies 2 and 3, for which at least 50% of responses were incorrect. Twenty-seven such words were identified (out of 600 words used in Studies 2 and 3). While this particular subset of words was comparable to that of the whole set from which it has been drawn on such characteristics as length ($M$ (subset) = 5.55 vs. $M$ (whole set) = 5.56), onset complexity ($M$ (subset) = 1.24 vs. $M$ (whole set) = 1.40), coda complexity ($M$ (subset) = .49 vs. $M$ (whole set) = .60), and spelling-to-stress consistency of CV1 ($M$ (subset) = .47 vs. $M$ (whole set) = .56), VC1 ($M$ (subset) = .49 vs. $M$ (whole set) = .53), and CV2 ($M$ (subset) = .52 vs. $M$ (whole set) = .56); the subset of commonly mis-stressed words differed from the whole set in log frequency ($M$ (subset) = .48 vs. $M$ (whole set) = 1.21) and spelling-to-stress consistencies of CVC1 ($M$ (subset) = .46 vs. $M$ (whole set) = .67), CVC2 ($M$ (subset) = .49 vs. $M$ (whole set) = .73), and VC2 ($M$ (subset) = .50 vs. $M$ (whole set) = .65). Thus, most commonly mis-stressed words are words of low frequency that have spellings of CVC1, CVC2, and VC2 cuing incorrect stress patterns. This observation further corroborates our conclusion that CVC1, CVC2, and VC2 components play an active role as cues to stress in Russian disyllables.

While the role of lexical stress during word recognition in Russian has not been examined extensively yet, there is ample empirical evidence from other Indo-European languages (Cooper, Cutler, & Wales, 2002; Soto-Faraco, Sebastián-Gallés, & Cutler, 2001; Sulpizio & McQueen, 2012), suggesting that lexical stress does play an active part in the process of lexical disambiguation. The ability of lexical stress to constrain lexical activation is likely to be a universal phenomenon and, thus, it likely also occurs for Russian speakers. An interesting question for future research is, then, how speakers of this language manage to communicate effectively considering their relatively high rate of stress-assignment errors. The point to realise here is that human speech is inevitably noisy, meaning that various errors, including errors of stress assignment, are often present. The process of language acquisition entails the mastering of certain noise handling abilities that allow speakers and listeners to overcome various types of speech errors efficiently. What the mechanisms for handling stress-assignment errors are would appear to be a fruitful area for future research.

To conclude, with respect to Russian we appear to have identified three non-lexical sources of evidence for stress assignment that have high validity (i.e., strong probabilistic associations between the cues and stress patterns exist in the language) and high utility (i.e., readers appear to possess sufficient knowledge of these probabilistic associations between cues and stress patterns in order for this knowledge to impact their behaviour). Therefore, the orthography of the first syllable of a word (CVC1), of the second syllable of a word (CVC2), and of the ending of the second syllable of a word (VC2) appear to be important sources of evidence for determining stress assignment when naming Russian disyllabic words. Although at the moment we can make conclusions about the effect of these variables on stress assignment in Russian disyllables only and do not assume that the same sources of evidence for stress necessarily impact performance in any other languages, in the future, such a possibility needs to be investigated empirically. Overall, the findings of the present research should be considered by modellers of the process of lexical stress assignment in general and of lexical stress assignment in Russian in particular.

Our final point to note about these results is that they provide strong evidence against the idea that stress assignment in Russian is accomplished only by retrieving stress information from a word’s lexical representation. If the lexical retrieval hypothesis were in fact true, none of the non-lexical variables investigated here would have been a significant predictor of stress patterns or, more importantly, of stress pattern assignment in the regression studies and there should not have been a stress consistency effect in the factorial study. In contrast, the present studies demonstrated that there are probabilistic, associative connections between non-lexical cues and stress patterns in Russian and that native speakers of Russian do utilise at least some of this non-lexical information about stress in naming disyllabic Russian words. This conclusion does not, of course, indicate that Russian readers/speakers do not also rely on the specific retrieval of lexically stored stress information in the process of stress assignment (e.g., Jouravlev & Lupker, in press). In fact, such reliance may even be greater in Russian than in some other languages in which word stress is more predictable. The point is merely...
that assigning stress in Russian is a process that involves considerably more than retrieving stress information from lexical memory.
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APPENDIX A: RUSSIAN DISYLLABIC WORDS USED AS STIMULI IN STUDY 2

<table>
<thead>
<tr>
<th>Word</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>kраёв</td>
<td>farmland</td>
</tr>
<tr>
<td>[kanat]</td>
<td>grass</td>
</tr>
<tr>
<td>[najd]</td>
<td>back</td>
</tr>
<tr>
<td>[чабан]</td>
<td>shepherd</td>
</tr>
<tr>
<td>[Kraёв]</td>
<td>city</td>
</tr>
<tr>
<td>[kрайов]</td>
<td>village</td>
</tr>
<tr>
<td>[забав]</td>
<td>pleasure</td>
</tr>
<tr>
<td>[алексеев]</td>
<td>Alexey</td>
</tr>
<tr>
<td>[нажили]</td>
<td>implosions</td>
</tr>
<tr>
<td>[колхоз]</td>
<td>collective farm</td>
</tr>
</tbody>
</table>

APPENDIX A: RUSSIAN DISYLLABIC WORDS USED AS STIMULI IN STUDY 2

краёв [kraёv], сдаёт [sdayt], забав [zabav], кабин [kabin], чабан [chaban], агат [agat], захват [zazhat], сажал [sazhal], найдёт [naj'dot], талон [talon], канав [kanav], канат [kanat], царгт [tzarit], засад [zasad], красив [krasiv], распад [raspad], фасон [fason], застал [zastal], кастет [kast'et], фашизм [fashism], шевель [šev'el], ведёт [ved'ot], шевел [šev'el'], мутация [mut'ayt], мутант [mut'ant], чабан [chaban]
воин [voin], любом [lobnom], дому [domu], тощей [toshej], сума [suma], пытом [p'atom], мазал [mazal], фраза [frazha], парти [parti], харь [hat'e], влезли [v'l'ezli], веком [vekom], селльской [s'e'lskoj], сценой [st'enoj], пышённый [p'sh'onnij], мечом [m'echom], чехов [ch'evoh], близок [b'лизok], взводе [v'zvod'e], рода [roda], тройка [troyk'], снаряд [sv'nrad], миса [m'asa], зять ['z'at'a], кляча [k'la'cha], причек [pr'ech'ek'], печать [p'ech'at'], светильный [sv'o'dnij], люди ['l'udnij], стержнем [st'ezh'n'emi], язвящ [l'azh'esh'], пачкой [pac'khoj], бүнкер [b'unk'er], риска [rizka], встречных [v'str'echnih], чашек [chash'e'k], пачек [p'ech'ek'], внучек [vnuch'e'k], квасом [kv'asom], ставщи [st'avish'], съеда [s'ezdala], шепку ['p'eshk'], школьей [sh'koloi], скачет [skach'et], ножки [nozhni], вальм [valim], банда [banda], прессы [pr'essi], ждало [zh'dalo], вольной [vo'lo'noj], эра [era], жить [lizhi], речке ['r'ech'ek'], чая [chaj'a], ахнул [ah'нул], мылом [milom], кукиш [kukish], кремом [kr'emu'nom], скауют [skazh'ut], храмом [hramom], сбили [sb'ili], дверью [dv'er'tzi], пуска [puska], мозга [mogza], казкал [kash'ali], гадов [gadov], перьям [p'er'jah]