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 John and Pat looked over at their friend Bob.  Both of them sighed.  
John turned to Pat and said, “You know, Bob could use a belt”. 
 
 Readers of this passage are confronted with a basic problem common 
not only in English but also in many other languages.  Words are inherently 
ambiguous in that most have multiple legitimate meanings.  What does Bob 
actually need here, something to hold his pants up?  A good smack?  A stiff 
drink?  Or, perhaps Bob is a down-on-his-luck developer who could get back 
on his feet if he could just get his hands on a patch of undeveloped land.  In 
the end, context will help readers determine which of these things Bob’s 
friends think he needs.  Without context, however, one, some or all of these 
possible meanings may have been activated and considered by readers.  It is 
that process, the process by which readers (and listeners) activate meanings 
and, ultimately, resolve ambiguities that is the topic of the present chapter. 
 Much of the work on this topic, particularly, prior to 1990, was 
directed at the questions of:  1)  whether all meanings of an ambiguous word 
were initially activated even if context favored only one (Glucksberg, Kreuz 
& Rho, 1986; Onifer & Swinney, 1981; Simpson, 1981; Swinney, 1979; 
Seidenberg, Tanenhaus, Leiman & Bienkowski, 1982; Tabossi, 1988; 
Tabossi, Colombo & Job, 1987; Tanenhaus, Leiman & Seidenberg, 1979) 
and 2) whenever more than one meaning was activated, whether the more 
dominant meaning was activated more rapidly (Hogaboam & Perfetti, 1975; 
Simpson, 1981; Simpson & Burgess, 1985; Swinney, 1979).  Much of this 
work involved priming paradigms.  Essentially, ambiguous words were 
presented in sentences with or without preceding, disambiguating context.  
Latencies to respond to words related to one or the other meaning of the 
ambiguous word were then evaluated.   

Some of these studies are reviewed at the end of the chapter.  The 
main focus of the chapter, however, is the impact of ambiguity on word 
processing out of context, mostly, in single word presentation tasks.  These 
tasks should give us the best chance of uncovering the basic principles 
underlying how these words are represented in memory and how that 
memory representation is accessed.  (Also see Rastle, this volume, for a 
discussion of the word recognition literature based on these types of 
experiments.)  A discussion of the key phenomenon is followed by a 
discussion of attempts to model that phenomenon based on some possible 



 2

ways that ambiguous words might be represented in memory.  Next, more 
recent attempts to distinguish between different types of ambiguous words 
are discussed and what that research might have to say about the 
representation question.  Finally, we examine a prediction of all current 
models by considering data from other, neutral-context tasks before turning 
to the question of the impact of context.   
 
12.1 The ambiguity advantage 

 
12.1.1 Rubenstein and colleagues 

 
 Intuitively, the expectation most people have is that ambiguous words, 
like belt, would be harder to process than unambiguous words.  Indeed, most 
models of the process implicitly or explicitly make exactly that prediction.  
The story, however, is more complicated.  Ambiguity can also have benefits 
depending on what the reader is attempting to do with the word. 
 Rubenstein, Garfield and Millikan (1970) appear to have been the first 
researchers to compare the processing of ambiguous versus unambiguous 
words (or, in their terms, homographs versus nonhomographs).  The 
homographic status of each word was derived from a subjective rating 
procedure carried out by 20 independent raters.  The experimental task was a 
lexical decision task.  The results were straightforward.  Lexical decisions 
were faster to ambiguous words than to unambiguous words matched on 
frequency and concreteness.  Subsequently, Rubenstein, Lewis and 
Rubenstein (1971) reported that this ambiguity advantage was essentially 
restricted to those ambiguous words that had two, unrelated, equiprobable 
meanings.  That is, ambiguous words like glue, which means both “a strong 
adhesive substance” and “to cause to stick tightly with glue” showed much 
less of an advantage. 

The explanation these authors offered was based on the idea that 
ambiguous words have more lexical entries (essentially one for each distinct, 
known meaning) than unambiguous words.  According to Rubenstein and 
colleagues, the identification of a word involves a search of lexical memory.  
That search is essentially random, however, it involves only those words that 
have some orthographic resemblance to the presented word.  Because 
ambiguous words have more lexical entries, the chance of discovering one 
of these entries early in processing is heightened.  As a result, word 
identification is more rapid. 

 
12.1.2 Clark’s (1973) response 
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These results did not, of course, go unchallenged.  The most 
influential challenge was offered by Clark (1973).  Clark’s now well-known 
argument is that in order to be able to generalize results from experiments 
contrasting two sets of stimuli (e.g., ambiguous words and unambiguous 
words) one has to carry out an analysis in which inter-item variability is 
considered.  In Clark’s original paper, his recommended analysis was a 
quasi-F (F’) procedure in which the error terms in ANOVAs involved both 
subject and item variability.  When Clark applied this technique to 
Rubenstein and colleagues’ data, their ambiguity advantages became 
nonsignificant. 

Although Clark’s (1973) approach has received considerable criticism 
(Cohen, 1976; Keppel, 1976; Raaijmakers, Schrijnemakers & Gremmen, 
1999; Smith, 1976; Wike & Church, 1976), using item variability when 
analyzing data from language experiments is now common practice.  More 
importantly, Clark’s analysis reopened the question of the existence of an 
ambiguity advantage.  Papers published soon thereafter did nothing to 
remedy the problem.  Forster and Bednall (1976) found small and 
nonsignificant ambiguity effects with both equiprobable and unequiprobable 
ambiguous words (“balanced” and “unbalanced”, respectively).  
(Categorization of words into the various conditions was again done by 
subject ratings.)  In contrast, Jastrzembski and Stanners (1975) and 
Jastrzembski (1981), using meaning counts from dictionaries to determine 
ambiguity, did observe an ambiguity advantage in a series of experiments, 
even using Clark’s very conservative F’ procedure. 

 
12.1.3 Gernsbacher’s (1984) challenge 
 
The story, however, took another twist when Gernsbacher (1984) 

argued convincingly that using meaning counts from dictionaries is not a 
good way to determine the number of meanings a word has.  Using gauge, 
cadet, and fudge as examples, she noted that the former actually has 30 
dictionary definitions while the others each have 15.  In her informal survey 
of college professors, she discovered that they could “on average provide 
only 3 definitions of the word fudge, 2 of the word gauge, and 1 of the word 
cadet” (p. 272).  In general, it’s clear that the match between dictionary 
definitions and what people actually know about a word isn’t very good.  
More importantly for her purposes, she also noted that in none of the 
previous demonstrations of an ambiguity advantage had the researchers 
equated their stimuli on “experiential familiarity”, a variable that she had 
demonstrated to be very important in lexical decision tasks.  (See 
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Gernsbacher, 1984, for a discussion of the experiential familiarity concept.)  
Using stimuli in which rated experiential familiarity was controlled, 
Gernsbacher found no evidence of an ambiguity advantage. 

 
12.1.4 Firmly establishing the effect 
 
Gernsbacher’s (1984) arguments caused Millis and Button (1989) to 

re-evaluate the issue.  Recognizing that people’s knowledge about words’ 
meanings is often different than what’s contained in dictionaries, they 
created three different subjective ratings of the number of available 
meanings.  The first involved having subjects record the first meaning that 
came to mind when reading a word (essentially, Rubenstein et al.’s, 1970, 
procedure).  The second involved having subjects record all the meanings 
that came to mind when reading a word and counting the total number of 
meanings across all subjects.  The third also involved having subjects record 
all meanings that came to mind when reading a word but what was counted 
was the average number of meanings generated per subject.  Few meaning 
and multiple meaning words were selected using each of these measures 
(equating words sets on experiential familiarity).  Lexical decision results 
showed an ambiguity advantage when ambiguity was defined using either 
the second or third measure and a large (87 ms) but nonsigificant advantage 
using the first measure (using Clark’s (1983) F’ procedure). 

Although Millis and Button (1989) failed to replicate Gernsbacher’s 
(1984) null effect, their results do underline one of Gernsbacher’s main 
points.  Word properties should be measured by determining how those 
properties are actually represented in subjects’ minds.  Since Millis and 
Button’s paper most researchers have done exactly that and the existence of 
the ambiguity advantage is now reasonably well documented.  For example, 
Kellas, Ferraro and Simpson (1988) demonstrated an ambiguity advantage in 
two lexical decision experiments when familiarity was controlled and 
ambiguity was measured by using a procedure those authors developed.  In 
this procedure, subjects are asked to rate words as to whether they have no 
meaning (0), one meaning (1) or more than one meaning (2).  Hino and 
Lupker (1996), using Kellas et al.’s procedure to select stimuli, showed an 
ambiguity advantage for both high and low frequency words in lexical 
decision tasks and for low frequency words in naming tasks.  Borowsky and 
Masson (1996) also observed an ambiguity advantage in lexical decision 
when using Kellas et al.’s procedure, although they didn’t observe an 
advantage in their naming task.  Nonetheless, ambiguity advantages in 
naming have been reported by Gottlob, Goldinger, Stone and Van Orden 
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(1999), Hino, Lupker, Sears and Ogawa (1998), Hino, Lupker and Besner 
(1998), Lichacz, Herdman, Lefevre and Baird (1999) and Rodd (2004). 

Rodd’s (2004) data provide a likely explanation for the difference 
between Borowsky and Masson’s (1996) results and those reported 
elsewhere.  Rodd showed that the effect size grows as function of the 
difficulty of the words being named (i.e., the effect existed for exception 
words but not for easy-to-name regular words).  Certainly, Borowsky and 
Masson’s words were short, typically regular and produced mean naming 
latencies between 494 and 508 ms, suggesting that any ambiguity advantage 
would have been quite small for those stimuli.  This analysis is also 
consistent with Hino and Lupker’s (1996) observation that, in naming, there 
was no ambiguity advantage for high frequency words. 
 
12.2 Explaining the ambiguity advantage 
 
 12.2.1 Models based on multiple lexical units 
 
 The first attempt to explain the ambiguity advantage in lexical 
decision was Rubenstein et al.’s (1970) search model.  Because Rubenstein 
et al. did not observe an interaction between frequency and ambiguity, they 
proposed that the two variables affected separate processing stages.  
Frequency affected the “marking” process, the process by which lexical 
units were designated for further evaluation.  The higher a word’s frequency 
the sooner it gets marked and enters the set of words available for 
evaluation.  The ambiguity effect, in contrast, emerged because, as noted 
earlier, each meaning of a word has a separate lexical entry.  Thus, on 
average, the random search through the marked entries would locate one of 
the multiple lexical entries for an ambiguous word more rapidly than the 
single lexical entry for an unambiguous word.   

No computational version of this model was, of course, created and, 
hence, it’s not entirely clear that the model actually does explain Rubenstein 
et al.’s (1970) results.  For example, if each meaning of an ambiguous word 
has a separate lexical entry, the frequency values of those lexical entries 
would, presumably, represent the frequency with which that particular 
meaning had been previously activated.  These frequency values would be 
less than the frequency value of a matched unambiguous word because that 
word’s single meaning would have been activated every time the word was 
processed.  As such, it is more likely that an unambiguous word would be 
entered into the marked set early in processing.  If so, the result would be an 
ambiguity disadvantage rather than an ambiguity advantage. 



 6

 The second attempt to explain the ambiguity advantage was proposed 
by Jastrzembski (1981) who did observe an interaction between frequency 
and ambiguity.  Jastrzembski’s account was an activation account based on 
Morton’s (1969) logogen model.  According to this model, each word in a 
reader’s lexicon is represented by a logogen.  In reading, word identification 
occurs when the activation of its logogen reaches a threshold value.  The 
activation threshold for each logogen is a function of the word’s frequency, 
higher frequency words have lower thresholds and, hence, reach threshold 
more rapidly.  Jastrzembski’s idea, like Rubenstein et al.’s (1970), was that 
ambiguous words have multiple entries (i.e., multiple logogens).  Hence, the 
chance of one of them reaching threshold early would be higher than the 
chance of the single logogen of an unambiguous word reaching threshold 
early.   

Again, no computational version of the model was available and, thus, 
it’s not entirely clear that it does explain Jastrzembski’s (1981) results.  The 
problem is the same as with Rubenstein et al.’s model.  The separate 
multiple logogens for each meaning of an ambiguous word would, 
presumably, have threshold values appropriate to the frequency of that 
particular meaning.  As such, the thresholds for all logogens of an 
ambiguous word would be higher than the single threshold for the logogen 
of a frequency-matched unambiguous word.  If so, it seems unlikely that an 
ambiguity advantage would emerge. 

Forster and Bednall’s (1976) results provide an additional problem for 
these types of accounts.  Forster and Bednall asked subjects to decide 
whether a word had multiple meanings or not.  They found that “yes” 
responses to ambiguous words were faster than “no” responses to 
unambiguous words presumably due to the fact that exhaustive searches 
were necessary in order to be able to say “no” to unambiguous words.  What 
they didn’t find was the expected difference between ambiguous words with 
balanced and unbalanced meanings.  Presumably, in order to respond “yes” 
readers must find both meanings (in a search context) or have both meanings 
activated over threshold (in an activation context).  Thus, the frequency of 
the less probable meaning should determine response latency.  Words with 
unbalanced meanings should, therefore, suffer in contrast to words with 
balanced meanings.  For high frequency words there was no difference 
between the two ambiguous words types.  For low frequency words, the 
words with unbalanced meanings showed a nonsignificant 37 ms advantage.   
 

12.2.2 Models based on distributed representations 
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To this point, the models discussed have all been “localist” models.  
The term “localist” in this context refers to the assumption that a unit in 
memory represents a full meaning.  More recently, localist models have 
become less popular and there has been an explosion of models based on 
distributed representations.  According to these types of models, meanings 
are represented as a pattern of activation across a set of meaning units.  
Similarly, a word’s orthography is represented as pattern of activation across 
a set of orthographic units and a word’s phonology is represented as a 
pattern of activation across a set of phonological units.  These units are 
interconnected and, through a learning process, the connections come to be 
weighted in a way that reflects the appropriate relationships among the units. 

When a word is visually presented, a set of orthographic units is 
initially activated.  This activation then spreads to semantic units through the 
weighted connections.  Most importantly, the degree to which the 
connection weights come to represent those connections is a function of the 
consistency of the connections.  That is, a set of orthographic units that 
always activates a specific set of semantic units will produce strong 
connections among those units (i.e., having 1:1 “feedforward” connections 
from orthography to meaning builds strong connections).  Ambiguous words 
do not facilitate the development of strong connections because ambiguous 
words, by necessity, activate different semantic units (i.e., meanings) in 
different situations (i.e., 1:many “feedforward” connections are weaker).  As 
a result, the general expectation derived from a model with this type of 
architecture is that meaning activation for ambiguous words will be slower 
and more error prone than that for ambiguous words. 

 
12.2.3 The problem for distributed representation models 
 
Joordens and Besner (1994) provided one of the first investigations of 

this issue using Masson’s (1991) parallel distributed processing (PDP) 
model of semantic memory.  Their simulation results showed that, typically, 
this model was unsuccessful in activating a semantic pattern appropriate to 
any single meaning, instead activating and ultimately settling into a “blend 
state”, a combination of the semantics from the two meanings.  When the 
simulations were successful (e.g., typically when the two meanings of the 
ambiguous word had quite different frequencies), there was no ambiguity 
effect.  Joordens and Besner also reported that when Hinton and Shallice’s 
(1991) model was examined, performance was actually noticeably better for 
unambiguous words than for ambiguous words (in terms of error scores).   
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Kawamoto (1993) and Kawamoto, Farrar and Kello (1994) reported 
similar results using their PDP model.  That is, the time (i.e., the number of 
processing cycles) taken to activate an appropriate semantic code was longer 
and the settling process was more error prone for ambiguous words than for 
unambiguous words.  Similarly, Borowsky and Masson (1996), using 
Masson’s (1995) model, reported that full semantic activation was slower 
and more error prone for ambiguous words than for unambiguous words. 

 
 12.2.4 The solutions for distributed representation models 
 
In order to explain the ambiguity advantage, both Kawamoto et al. 

(1994) and Borowsky and Masson (1996) assumed that lexical decision 
making is not based on the time to activate the appropriate semantic codes 
(see also Besner & Joordens, 1995, Masson & Borowsky, 1995, Piercey & 
Joordens, 1999, and Rueckl, 1995).  Kawamoto et al. assumed that lexical 
decisions were made on the basis of orthographic activity.  They also noted 
that when their semantic system was trained in a particular way (i.e., using 
the “least mean square” (LMS) error-correction algorithm rather than the 
Hebbian learning algorithm), the model could account for the ambiguity 
advantage.  The reason was that when using the LMS algorithm, the 
orthographic-semantic inconsistencies for ambiguous words caused the 
connections in the orthographic system to become stronger (essentially 
making up for the weak orthographic-semantic connections).  Thus, 
processing at the orthographic level was better for ambiguous words than for 
unambiguous words.  (A similar argument could be applied to the 
phonological connections, allowing the model to explain the ambiguity 
advantage reported by Hino and Lupker (1996), Lichacz et al. (1999) and 
Rodd (2004) in the naming task.) 

A slightly different account was offered by Borowsky and Masson 
(1996).  These authors suggested that lexical decision making was based on 
computing the sum of energy at the orthographic and semantic levels.  When 
that sum reached a criterion value, a positive decision could be made.  
Indeed, ambiguous words, due to the semantic activation they produce, do 
reach this criterion faster in their model, allowing it to predict an ambiguity 
advantage.  Note, however, the model does not predict an ambiguity 
advantage in naming (i.e., phonological units are activated at the same rate 
for both ambiguous and unambiguous words).  This is intentional.  As noted, 
Borowsky and Masson didn’t observe an ambiguity advantage in naming.  
Thus, various parameters of the model (i.e., those reflecting the 
phonological-semantic linkages) were set so that the model wouldn’t 
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produce an effect.  In fact, before doing this, the model tended to predict an 
ambiguity disadvantage in naming.  Reducing the weightings on these 
parameters nullified this disadvantage.  It’s not impossible that further 
reductions would allow the model to explain the ambiguity advantage in 
naming observed by Hino and Lupker (1996), Lichacz et al. (1999) and 
Rodd (2004). 

Our work in this area (Hino & Lupker, 1996; Hino, Lupker & 
Pexman, 2002; Hino, Pexman & Lupker, 2005; Pexman, Hino & Lupker, 
2004; Pexman & Lupker, 1999) has produced a third account of the 
ambiguity advantage, what we call the “feedback account”.  The framework 
we’ve used is a PDP framework, although the principles could also be 
applied to localist frameworks like Coltheart, Rastle, Perry, Langdon and 
Ziegler’s (2001) dual-route model.  The main requirement is that the system 
be highly interactive.  The idea is that once an orthographic representation 
starts to become active, semantic activation (and phonological activation) 
follows rapidly.  This semantic activation then feeds back to the 
orthographic level (and forward to the phonological level) to help stabilize 
the activity there.  Because ambiguous words, by definition, have multiple 
meanings, on average, they would have more substantial semantic 
representations.  Thus, the semantic feedback (and feedforward) activation 
they provide will be stronger than that from unambiguous words, allowing 
the orthographic and phonological activation for ambiguous words to 
stabilize more rapidly.  Under the assumption that orthographic activation 
drives performance in the lexical decision task while phonological activation 
drives performance in the naming task, the prediction is an ambiguity 
advantage in both tasks. 

Although there is, as yet, no implemented version of the model, the 
general principle that feedback plays a major role in word recognition (see 
Balota, Ferraro & Conner, 1991) does have considerable support.  For, 
example, the principle provides a ready explanation of the homophone 
disadvantage in lexical decision (e.g., Pexman, Lupker & Jared, 2001), the 
synonym disadvantage in lexical decision (Hino et al., 2002; Pecher, 2001) 
and the lexical decision and naming advantages for words with larger 
numbers of features (Pexman, Lupker & Hino, 2002).  Thus, at present, of 
all the accounts mentioned above, the feedback account appears to be the 
most successful.   
 
12.3 A reconsideration of the concept of ambiguity 
 
 12.3.1 The meaning-sense distinction 
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 In the above discussion the concept of ambiguity has been regarded as 
unidimensional.  Words have some number of alternative meanings and 
readers need to pick the right meaning in order to understand the writer’s 
story.  In the Linguistics literature, however, the concept of ambiguity is 
considered to be more complicated (e.g., Caramazza & Grober, 1976; 
Nunberg, 1979; Tuggy, 1993).  In particular, a clear distinction is made 
between words that are homonyms, that is, words that have multiple 
unrelated meanings, and words that are polysemous, that is, words with 
multiple senses based on the same original meaning.  Homonyms are 
essentially accidents of history.  Bank, the classic example of an ambiguous 
word, is a homonym.  The fact that it means a place to keep your money and 
the side of a river is a result of two independent contributions to the English 
language (probably Germanic and Scandinavian, respectively).  Roll, on the 
other hand, is polysemous.  The fact that it means a list of names, any of 
various food preparations rolled up for cooking or serving, a flight 
maneuver, a heavy reverberatory sound, etc. is not an accident.  Each of 
these senses is derived from the core meaning of the word roll.      
 The idea is that because the multiple senses of polysemous words are 
derived from the same core meaning, the representation of the different 
senses in semantic memory should be somewhat intertwined (e.g., they will 
share features).  The same is not true for homonyms which should have two 
(or more) distinct representations in semantic memory.  As a result, the two 
types of ambiguous words may have different processing implications.  In 
particular, from a PDP perspective, polysemous words would be less likely 
to cause the blend state problem that seems to occur when words with two 
distinct meanings are processed (Joordens & Besner, 1994).  One could even 
hypothesize that researchers who found an ambiguity advantage may have 
done so because they tended to use polysemous words as their ambiguous 
words while the failures to find an ambiguity advantage could be attributed 
to the use of homonyms. 
 
 12.3.2 Processing implications? - Klein and Murphy (2001; 2002) 
 
 The question of whether this linguistic distinction is psychologically 
real is, of course, a crucial one.  To many, the distinction between bank and 
roll noted above seems rather artificial.  Most of the meanings/senses listed 
for both words seem to represent quite different meanings.  In fact, readers 
are encouraged to reconsider the example at the beginning of this chapter.  Is 
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belt a homonym or a polysemous word?  The answer is provided near the 
end of this section of the chapter.  
 One attempt to directly assess the psychological reality of this 
distinction was provided by Klein and Murphy (2001; 2002).  The main task 
Klein and Murphy (2001) used was a “sensicality judgment task”.  Word 
pairs (e.g., daily paper, yellow lecture) were presented and subjects had to 
decide whether the word combination made sense.  The key manipulation 
involved sequential trials in which the second word was repeated (e.g., daily 
paper - wrapping paper).  On half of these trials, the first word in the two 
pairs evoked the same sense of the second word (e.g., daily paper - liberal 
paper).  On the other half, it evoked a different sense (e.g., wrapping paper - 
liberal paper).  The idea was that if all the senses of a concept are stored 
together in memory, both daily paper and wrapping paper should activate 
the semantic information necessary to process liberal paper effectively.  If 
the senses of paper were stored separately, however, pairs evoking the same 
sense would be much more effective “primes”.  Across a number of 
experiments, Klein and Murphy (2001) found a large advantage for same 
sense primes.  In fact, the advantages for same sense primes were essentially 
the same size as the advantage for same meaning primes when homonyms 
were used (e.g., commercial bank - savings bank versus creek bank - savings 
bank).  They concluded “the main empirical result is the finding that 
different senses have little functional overlap - about the same as the 
unrelated meanings of homonyms” (p. 277).   

Klein and Murphy (2002) reached a similar conclusion based on 
results in a similarity judgment task.  In this task, subjects were asked to 
judge which of two two-word phrases was most similar to a target phrase 
(e.g., daily paper).  One phrase used the same second word as the target 
phrase but had a first word that evoked a different sense for the second word 
(e.g., shredded paper).  The other phrase did not repeat words, however, the 
phrase was related to the concept in the target phrase either taxonomically 
(e.g., evening news) or thematically (e.g., smart editor).  Subjects rarely 
chose second phrases that shared a word with the target phrase (<20% of the 
time).  In fact, they only chose the second phrase which shared the target 
word slightly more often in the polysemous word condition than in the 
homonym condition (e.g. target:  national bank, options:  river bank and 
checking account).  Klein and Murphy concluded that “different senses of a 
word are probably related but are not generally similar” (p. 566).  In essence, 
what Klein and Murphy’s (2001; 2002) research suggests is that the different 
senses of a word are represented much more distinctly in memory than one 
might have imagined. 
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12.3.3 Processing implications? - Azuma and Van Orden (1997) 
 
In spite of Klein and Murphy’s (2001; 2002) findings, it seems 

reasonable that there could be at least some processing differences for 
polysemous words versus homonyms, or at least for ambiguous words with 
related versus unrelated meanings.  Azuma and Van Orden (1997) appear to 
have provided the first specific examination of this question as it relates to 
the ambiguity advantage in the lexical decision task.  In their experiments, 
Azuma and Van Orden factorially manipulated number of meanings and the 
relatedness of those meanings.  Following Gernsbacher’s (1984) arguments 
that the best way to know what’s going on in a subject’s mind is to ask, 
Azuma and Van Orden obtained number-of-meaning and relatedness-of-
meaning measures by asking subjects to rate words on both dimensions.  To 
determine the number of meanings, they used Millis and Button’s (1989) 
total meanings metric.  In this procedure, subjects write down all the 
meanings that they can think of for each word.  Each meaning is compared 
against a dictionary definition and a count is made of how many of the 
dictionary meanings are listed by at least one subject.  To determine the 
relatedness of meanings, they selected each word’s dominant meaning and 
asked subjects to rate how strongly it was related to each of the subordinate 
meanings (on a seven point scale).  They then calculated the average of these 
ratings. 

Using standard nonwords (i.e., the type used in virtually every other 
experiment investigating these issues in the prior literature (e.g., prane)) in 
their lexical decision task, Azuma and Van Orden got a nonsignificant 8 ms 
number-of-meanings effect and no hint of a relatedness effect.  Using 
pseudohomophones (nonwords that, when pronounced, sound like words 
(e.g., brane)), however, they got a large interaction.  The few meanings, low 
relatedness words had much slower latencies than the other three word types 
which had equivalent latencies.  A second lexical decision experiment using 
a new set of words and pseudohomophones as nonwords, produced a similar 
interaction.   

Interpreting the slower latency in the few meanings, low relatedness 
condition in terms of either of the two experimental factors is somewhat 
difficult.  One could interpret this result as implying that when the 
relatedness of the various meanings is low, having multiple meanings is 
quite beneficial (the standard ambiguity advantage).  Only when there is 
strong relatedness is there no ambiguity advantage.  Alternatively, one could 
interpret this result as meaning that there is a relatedness effect when the 
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number of meanings is low but not when the number of meanings is high.  
(In Experiment 1, a multiple regression analysis suggested that the number-
of-meanings effect was slightly stronger than the relatedness effect.  In 
Experiment 2, a similar analysis suggested exactly the opposite.)  Azuma 
and Van Orden (1997) chose to interpret the result as showing a relatedness 
effect but no number-of-meanings effect.  That is, they felt that the way they 
measured relatedness (ratings of how related each subordinate meaning is to 
the dominant meaning) didn’t adequately capture the relatedness among 
meanings of multiple-meaning words (because the relatedness among 
subordinate meanings was not considered).  Thus, the data from the few-
meanings conditions, showing a relatedness advantage, should be taken 
more seriously than the data from the multiple-meanings condition.   

Following Azuma and Van Orden’s (1997) logic and only considering 
the data from the few-meanings conditions creates an obvious problem.  
There is no way to evaluate the ambiguity (i.e., number-of-meanings) effect.  
That is, there is no comparison available to determine whether multiple-
meaning words are easier to process than few-meaning words.  However, the 
paper does raise two important points.  First, relatedness of meanings might 
be important in lexical decision even if it isn’t in Klein and Murphy’s (2001; 
2002) tasks.  Second, the nature of the nonwords used may be important.  
Indeed, using consonant strings (e.g., prvnt) as nonwords inevitably reduces 
overall latencies and shrinks the size of virtually any effect (Borowsky & 
Masson, 1996; Stone & Van Orden, 1993).  Not surprisingly, when the 
discrimination is easy there is little time for variables that normally affect 
processing to show an impact.  In contrast, when pseudohomophones are 
used, latencies are longer and, often, the impact of variables increases.  
Indeed, Pexman and Lupker (1999) demonstrated this to be the case for the 
ambiguity advantage.   

Azuma and Van Orden (1997) suggested, however, that 
pseudohomophones do more than simply make the task more difficult.  
Supposedly, they also get subjects to attend more to semantic information 
which can, potentially, provide a better window on the nature of semantic 
representations.  Thus, the argument is that the interaction showed up in 
Azuma and Van Orden’s pseudohomophone condition not because the task 
was more difficult, but because the qualitative nature of the process of 
distinguishing between words and nonwords changed.  Speaking against this 
argument, however, is the fact that nonsemantic effects also grow in the 
presence of pseudohomophones.  For example, the homophone effect (low 
frequency homophones like maid have longer latencies than nonhomophonic 
control words) also grows when pseudohomophones are used as nonwords 
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(Pexman & Lupker, 1999; Pexman et al., 2001).  Thus, whether 
pseudohomophones do cause subjects to recruit more semantic information 
or not, that clearly isn’t the only thing they do. 

 
12.3.4 Processing implications? - Rodd, Gaskell and Marslen-Wilson 
(2002) 
  
Working on the principles postulated by Azuma and Van Orden 

(1997), Rodd, Gaskell and Marslen-Wilson (2002) took the argument one 
step further.  They postulated that it is only the “senses” of a word that 
produce the ambiguity advantage.  In line with what PDP models typically 
predict, they further proposed that multiple unrelated meanings actually 
cause difficulty for activating the appropriate semantic information and, 
hence, inhibit lexical decision making.   

Rodd et al. (2002) used the Wordsmyth dictionary, rather than 
subjective ratings, to determine both how many unrelated meanings and how 
many senses each of their words had.  In their Experiment 2, they factorially 
manipulated the number of meanings (one or two) and number of senses 
(few or many - summed over both meanings for two-meaning words) while 
using pseudohomophones as their nonwords.  Rodd et al. observed a 
significant 14 ms number-of-senses advantage and a nonsignificant 6 ms 
number-of-meanings disadvantage.  Based on these results, they claimed that 
number of senses is the key to the ambiguity advantage and that multiple 
meanings do cause the types of problem predicted by PDP models.  (More 
recently, Beretta, Fiorentino & Peoppel, 2005, using Rodd et al.’s stimuli 
have reported a number-of-meanings disadvantage (16 ms) that was 
significant over subjects although not over items.)    

In their Experiment 3, Rodd et al. used most of the same words in an 
auditory lexical decision task.  In this task, both main effects were now 
significant and essentially equivalent in size.  The most interesting (and 
novel) aspect of these results is, of course, the significant ambiguity 
disadvantage.  Although there have been failures to replicate the ambiguity 
advantage in the literature (e.g., Forster & Bednall, 1976; Gernsbacher, 
1984), there doesn’t seem to be any result even hinting at an ambiguity 
disadvantage in the lexical decision task. What must be kept in mind, 
however, is that the auditory lexical decision task is somewhat novel in the 
word recognition literature.  At this point in time, it’s less than clear whether 
the processes involved in making auditory versus visual lexical decisions are 
similar or not.  
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This concern emerges more clearly when one reconsiders the issue of 
the type of nonwords used in these tasks.  As noted, Azuma and Van Orden 
(1997) claimed that their effects (which Rodd et al., 2002, argued, are sense 
effects) only emerge when pseudohomophones are used.  Rodd et al. 
appeared to accept Azuma and Van Orden’s argument which led to their use 
of pseudohomophones in their Experiments 1 and 2.  In fact, Rodd et al. 
reported in a footnote that when they didn’t use pseudohomophones with the 
words from their Experiment 2, their pattern was even weaker.  
Pseudohomophones, of course, can’t be used in auditory lexical decision 
tasks.  If it sounds like a word, it is a word.  Thus, standard nonwords had to 
be used in Rodd et al.’s Experiment 3, which, presumably, should have 
made it harder, rather than easier, to get their effects.  The fact that the 
ambiguity disadvantage was significant only in Experiment 3 does imply 
that the visual and auditory lexical decision tasks are based on somewhat 
different processes. 

What should also be noted is that Rodd et al. (2002) faced a daunting 
task in defining their independent variables.  First of all, as noted previously, 
Gernsbacher (1984) provided a rather compelling argument against using 
dictionary based measures of the number of meanings.  The same argument 
would certainly apply to the count of the number of senses.  To return to the 
earlier question, is belt polysemous or a homonym?  Are the definitions of 
belt noted earlier separate meanings or different senses?  According to 
Wordsmyth, Rodd et al.’s source, belt, one of Rodd et al.’s words, is 
polysemous.  Those apparently different meanings are actually different 
senses.  It’s far from clear that human raters would agree.  Equally 
importantly, defining the “sense” variable in Rodd et al.’s manipulation 
itself is a challenge.  Should an ambiguous word with two separate 
meanings, each with six senses, be thought of as having twelve senses, as 
Rodd et al. assumed?  (How about an ambiguous word with twelve separate 
meanings, each having only one sense?)  If so, the matching word in the 
unambiguous condition should also have twelve senses.  However, if one 
wishes to argue, as Rodd et al. do, that what produces the ambiguity 
advantage is the nature of the representation of the meaning that ultimately 
is settled on, then that meaning (whichever one it is) only has six senses.  
Thus, the matching word in the unambiguous condition should only have six 
senses.  Methodologically, it’s not clear that there actually is a solution to 
this problem (although see Jastrzembski, 1981, for a notable attempt). 

 
12.3.5 A model - Rodd, Gaskell and Marslen-Wilson (2004) 
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  Recently, Rodd, Gaskell and Marslen-Wilson (2004) have proposed 
a PDP model of semantic processing that, with the right assumptions, 
produces a sense advantage and an ambiguity disadvantage.  The idea is that 
if semantic processing does not have to be completed, as may be the case in 
the lexical decision task, there is a time period when many sense words 
would show an advantage due to the nature of their semantic representations 
while multiple meaning words would show a disadvantage due to the 
competition created by having separate semantic representations.  Thus, 
lexical decisions made at this point in time would show both a sense 
advantage and an ambiguity disadvantage.  As processing continues, 
however, even many sense words should start to show a disadvantage due to 
the fact that the multiple senses ultimately compete with one another as well.  
Interestingly, the problem of equating words on the total number of senses 
(discussed in the last paragraph) was handled differently in the model 
simulation than it was in Rodd et al.’s (2002) experiments.  In the model 
simulation, all meanings with multiple senses were assumed to have the 
same number of senses per meaning.  As a result, two-meaning (i.e., 
ambiguous) multiple sense words had twice as many total senses as 
unambiguous multiple sense words. 

With respect to predictions, the model does produce both a sense 
advantage and an ambiguity disadvantage.  The ambiguity disadvantage, 
however, was far larger (156 cycles) than the sense advantage (108 cycles) 
in the simulations Rodd et al. (2004) reported.  In their Experiment 2, Rodd 
et al. (2002) had observed exactly the opposite relationship while in their 
Experiment 3, the two effects were nearly the same size.  Whether the model 
can be altered to account for these discrepancies is a matter for future 
research. 
 
12.4 Ambiguity effects in semantic tasks 
 
 12.4.1 Looking for an ambiguity disadvantage 
 
 One thing shared by all the models discussed above is that they 
predict an ambiguity disadvantage in semantically-based tasks (i.e., tasks 
that require complete, or nearly complete, activation of semantics).  That is, 
although an ambiguity (or sense) advantage might be observed in lexical 
decision if responding can be accomplished without completing semantic 
processing, things are different in semantically-based tasks.  In localist 
models, when an ambiguous word is processed, the wrong meaning may be 
activated, which should hinder performance.  In PDP models, ambiguous 
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words produce a competition between meanings, slowing the semantic 
activation process.  Thus, a key question is whether there is an ambiguity 
disadvantage in such tasks.  
 There appear to be three types of experimental paradigms that have 
been used to address this question.  The general finding has been, as 
predicted, an ambiguity disadvantage.  The first paradigm involves a 
standard reading task.  Various eye behaviors are monitored as subjects read 
sentences containing either ambiguous or unambiguous words.  At present, 
consider only situations where the preceding context is purposely neutral so 
as not to bias the reader toward one meaning of the ambiguous word (e.g., 
He thought that the punch/cider was a little sour).   

Using this procedure, Rayner and Duffy (1986) (see also Duffy, 
Morris & Rayner, 1988, and Rayner & Frazier, 1989) demonstrated that 
gaze durations on both the target word and the following words were longer 
when the target word was ambiguous (i.e., punch versus cider), however, 
this difference was only observed if the two meanings of the target word 
were approximately balanced.  When one meaning dominated, the difference 
in target processing disappeared although the difference for post-target 
words did not.  The reason for the post-target difference was that the post-
target context was always set up to be supportive of the less dominant 
meaning of the ambiguous word.  The conclusion, therefore, is that there 
typically is an ambiguity disadvantage when reading for meaning.  Only 
when one meaning is quite dominant (and appropriate) could it, and 
subsequent text, be read without cost.   

The second paradigm is the association (or relatedness) judgment task.  
In this task, two words (e.g., bat - vampire) are presented and subjects must 
decide whether the words are related.  Using sequential presentations with 
the ambiguous word (e.g., bat) as either the first or second presented word, 
Gottlob et al. (1999) demonstrated that it took longer to determine that two 
words were related when one was ambiguous (see also Piercey & Joordens, 
2001).  Again, the conclusion is that when the meaning of ambiguous words 
must be determined, there is a cost. 

The third paradigm is the semantic categorization task.  Subjects must 
determine whether each presented word is a member of a designated 
semantic category.  Hino et al. (2002) demonstrated that it was more 
difficult to categorize ambiguous, versus unambiguous, words as being 
nonliving things in a two-choice (living-nonliving) task.  Ambiguity was not 
manipulated for the living thing stimuli.  These results also support the claim 
that when the meaning of ambiguous words must be determined, there is a 
cost. 
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12.4.2 Explaining the ambiguity disadvantage 
 
Unfortunately, answers are never this simple.  In all of these tasks, not 

only must meaning be activated, subjects must also engage decision 
processes.  Thus, in order to determine whether or not having multiple 
meanings slows the meaning activation process, as both localist and PDP 
type models would have it, the potential impact of competition during 
decision-making must be considered.  For example, when one fixates on an 
ambiguous word in text with no prior context to disambiguate it, time and 
effort would be required to decide which meaning the writer had in mind 
(unless one meaning is highly dominant, in which case, as noted above, the 
fixation is short).  When an ambiguous word (e.g., bat) is presented as the 
first word in a relatedness judgment task, the selection of the meaning 
unrelated to the second word (i.e., baseball) would certainly lead to a 
response delay when the second word (i.e., vampire) is presented, as the 
subject goes back and evaluates alternative meanings of bat.  When the 
ambiguous word is presented second, as it was in Gottlob et al.’s (1999) 
Experiment 3, a slightly different problem arises.  The activation of two 
meanings for bat early in processing would presumably cause a response 
conflict.  The animal meaning of bat suggests that it is related to vampire, 
however, the baseball meaning suggests that a negative response is required.  
In all cases, an ambiguity disadvantage would emerge, but, not necessarily 
because of competition during meaning activation, rather because of 
problems created during decision making. 

Indeed, Duffy and Rayner (1986) did propose that the ambiguity 
disadvantage in gaze duration for unbiased ambiguous words in their 
experiments may have been due to decision/selection difficulties (see also 
Frazier & Rayner, 1990).  When there is no context, which of the multiple 
activated meanings do subjects select?  With respect to the relatedness 
judgment task, Pexman et al. (2004) have provided clear evidence that the 
ambiguity disadvantage observed in that task is a response bias effect.  
Using both sequential and simultaneous presentations of word pairs, Pexman 
et al. replicated Gottlob et al.’s (1999) and Piercey and Joordens’s (2001) 
ambiguity disadvantage on positive trials, however, they found no evidence 
of a disadvantage on negative trials (e.g., bat - door).  The important aspect 
of negative trials is that ambiguous words create no response conflict on 
these trials.  Both meanings are unrelated to the meaning of the paired word.  
If the ambiguity disadvantage were due to difficulty activating the meaning 
for bat, there should have been a disadvantage on these trials as well.  The 
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implication is that the disadvantage on positive trials is due to response 
conflict. 

The one set of results seemingly immune to this problem is Hino et 
al.’s (2002) demonstration of an ambiguity disadvantage on negative 
(nonliving) trials in a semantic categorization task.  However, as noted, 
answers are almost never simple.  Forster (1999) reported no evidence of 
any ambiguity effect on negative trials in a different semantic categorization 
task (i.e., animal-nonanimal).  More recently, Hino et al. (2005) reexamined 
this issue and discovered that Forster’s results are the more typical results.  
That is, Hino et al. (2005) discovered that there is no ambiguity 
disadvantage when the task involves small, well-defined categories (e.g., 
vegetables or animals) and, further, even when using larger, ill-defined 
categories (e.g., living things), the disadvantage only emerges when 
considering homonyms (words with unrelated meanings).   

If the ambiguity disadvantage were due to difficulty during the 
meaning activation process, it should show up whenever semantic 
processing of an ambiguous word is required.  The fact that it had such a 
limited role in Hino et al.’s (2004) experiments is more consistent with a 
decision-making/meaning selection explanation.  That is, only when two (or 
more) completely unrelated meanings become activated in a complicated 
decision-making process (e.g., bank - is it living?) does a delay occur 
because each meaning has to be thoroughly considered.  When the multiple 
meanings are more closely related or when the categorization task is easier 
(e.g., animal-nonanimal, vegetable-nonvegetable), a more parallel analysis 
of the multiple meanings can be done.  Thus, no ambiguity disadvantage 
emerges.  The implication, of course, is that the prediction of both localist 
and PDP models is wrong.  There is not an ambiguity disadvantage 
whenever the semantic activation process must be completed. 

This conclusion does produce a rather unfortunate state of affairs.  
Hopefully, more sophisticated theories will soon emerge to allow for a 
reasonable explanation of how multiple meanings of a word are represented 
and activated.  One possible basis for such a theory is the work of H. 
Damasio and colleagues (Damasio, 2001; Damasio, Grabowski, Tranel, 
Hichwa, & Damasio, 1996; Tranel, Damasio & Damasio, 1997; 1998).  This 
work suggests that different types of semantic information (e.g., nouns 
versus verbs, different categories of concrete objects) are localized in 
different neural regions.  Activation in each region could certainly arise 
independently.  Thus, when processing a multiple meaning word, the 
interaction among semantic units that leads to the prediction of a delay in 
semantic activation may not inevitably exist because the linkages between 
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those units may not exist (i.e., the two meanings are stored quite separately).  
Obviously, this is also an issue for future research. 
 
12.5 Ambiguity in context 
 
 12.5.1 Implications from priming experiments 
 
 As noted, a major issue in the psychological investigation of 
ambiguity has been the impact of context.  Can a biasing context alter the 
meaning activation process for either the biased or unbiased meaning (or are 
effects of context merely decision-making/meaning-selection effects) and is 
this process affected by the dominance relationship between meanings?  
Although a number of experimental paradigms have been used to investigate 
these issues (e.g., phoneme monitoring (Foss, 1970; Foss & Jenkins, 1973), 
memory tasks involving rapid serial visual presentations of words (Holms, 
Arwas & Garrett, 1977), etc.), the most compelling types of experiments are 
those that tap more closely into on-line processing.  Most of these are 
“priming” experiments in which an ambiguous word is presented in either a 
neutral or biasing context and is followed by a target that is related to one of 
the meanings.  Subjects are required to make either a lexical decision, 
naming or color-naming response to the target.  We will also consider 
experiments, like those discussed above, in which eye movements are 
monitored while people read ambiguous words.  
 
 12.5.1.1 Multiple meaning activation independent of context 
  
 Possibly the classic paper in this “priming” literature was Conrad’s 
(1974). Conrad used a modified Stroop (1935) color-naming task.  An 
ambiguous final word in a spoken sentence was followed immediately by a 
target word written in a color.  Subjects were required to name the color.  
Color-naming latencies were longer for words related to either meaning of 
the ambiguous word than to matched control words regardless of whether 
the context was biased toward one meaning or not.  Similar results were 
obtained by Whitney, McKay, Kellas and Emerson (1985).  The implication 
is that all meanings of an ambiguous word appear to be activated when that 
word is read even if the context is biased toward one of those meanings.  As 
Oden and Spira (1983) demonstrated, however, when there is a delay before 
the target is presented, context does start to play a role with targets related to 
the biased meaning producing larger effects.     
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 Swinney (1979) reported similar results using a lexical decision task.  
Swinney’s subjects listened to sentences over headphones while, from time 
to time, letter strings would appear on the screen for a lexical decision 
response.  The sentence contained an ambiguous word that served as a 
prime.  Immediately following the offset of the ambiguous word, the lexical 
decision target appeared on the screen.  When the sentence was essentially 
neutral (The man was not surprised when he found several bugs in the 
corner of his room.) responses to targets related to either meaning of the 
ambiguous word (e.g., spy or ant) were faster than responses to unrelated 
words.  Once again, an important finding was that the same result arose even 
when the sentence was biased (The man was not surprised when he found 
several spiders, roaches and other bugs in the corner of his room).  When 
the target was delayed three syllables, however, the priming remained for the 
target appropriate for the context but disappeared for the target that was 
inappropriate for the context.   

Swinney’s (1979) (and Conrad’s, 1974) basic pattern has now been 
replicated many times.  For example, Blutner and Sommer (1988) provided a 
direct replication of Swinney’s results.  Kintsch and Mross (1985), Till, 
Mross and Kintsch (1988) and Elston-Güttler and Friederici (2005) reported 
similar results using visual presentations of context sentences.  Tanenhaus et 
al. (1979) reported similar results using auditory presentations and a target 
naming task while Onifer and Swinney (1981) showed that the priming 
occurred in an immediate target condition even when the sentence was 
biased toward the dominant meaning and the target was related to the 
subordinate meaning.  (This factor had been uncontrolled in Swinney, 1979.) 

 
12.5.1.2 Evidence that context can affect meaning activation 
   
The implication of all these results is that, initially, all meanings are 

automatically activated with context playing virtually no role in that process.  
Again, however, answers are never that simple as contradictory results have 
also been reported.  For example, Simpson (1981) showed that when one 
used a strong prior context, there was only priming for associates of the 
intended meaning of the ambiguous word, regardless of whether the targets 
were associated to the dominant or subordinate meaning.  Simpson and 
Krueger (1991) obtained similar results in a naming task.   

Although Simpson’s (1981) experiment was criticized because there 
was a 120 ms lag between the prime word and the target, allowing, in theory, 
time for context to deactivate the inappropriate meaning, results reported by 
Tabossi et al. (1987), Tabossi (1988) and Tabossi and Zardon (1993) (see 
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also Experiment 2 in Seidenberg et al., 1982) don’t appear to have this 
problem.  Using essentially the same paradigm as Swinney (1979), Tabossi 
et al. showed that a prior context biased toward the dominant meaning of the 
ambiguous target only primed associates of the dominant meaning.  A 
parallel type of prior context biased toward the subordinate meaning primed 
both types of targets.  Tabossi further produced data suggesting that getting 
selective priming of dominant meaning associates required having a context 
that “makes salient a characteristic feature of it” (p. 334).  Other types of 
context produced essentially equivalent priming of associates of both 
dominant and subordinate meanings.  

Based on Simpson and colleagues’ (Simpson, 1981; Simpson & 
Kreuger, 1991) and Tabossi and colleagues’ (Tabossi et al., 1987; Tabossi, 
1988; Tabossi & Zardon, 1993) results, it appears that, although multiple 
meanings of ambiguous words are normally activated, it’s not impossible for 
context to suppress activation of the subordinate meaning.  However, given 
the restricted conditions under which such a result has been obtained and the 
fact that context seems to have no impact on activation of the dominant 
meaning, a second conclusion would be that the ability of context to 
influence the meaning activation process is minimal at best.   

 
12.5.2 Measuring eye movements 
 
At first glance, the conclusion that context has an extremely limited 

role in the meaning activation process, may appear to be at odds with the 
results in the eye movement literature.  In particular, Rayner and colleagues’ 
results (Duffy et al., 1988; Rayner & Duffy, 1986; Rayner & Frazier, 1989; 
Rayner, Pacht & Duffy, 1994; Staub & Rayner, this volume) clearly indicate 
that context does affect fixation times.  In Rayner and colleagues’ 
experiments, although balanced ambiguous words appearing in neutral 
contexts produced longer fixations (compared to control words), a biasing 
context eliminated this effect.  In addition, although ambiguous words with a 
dominant meanings were read just as rapidly as unambiguous words when 
the prior context was neutral, when the prior context was biased toward the 
subordinate meaning there was a cost when reading the ambiguous word.  
Thus, these results appear to be consistent with the idea that context does 
affect activation of both dominant and subordinate meanings.  

As noted earlier, however, it’s unclear whether effects of this sort are 
due to meaning activation or meaning selection/decision processes.  That is, 
it’s possible that the context does affect how rapidly the contextually 
appropriate meaning is activated.  However, it’s also possible that the 
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context preceding a balanced ambiguous word merely biases the reader’s 
decision process toward the selection of the intended meaning, eliminating 
the ambiguity disadvantage.  As well, it’s possible that, when viewing an 
unbalanced ambiguous word, a context biased toward the subordinate 
meaning makes it difficult to ignore that meaning initially, creating decision 
problems.  Thus, while Rayner and colleagues’ results certainly speak to the 
complexity of the reader’s ambiguity resolution process, at present, it isn’t 
possible to rule out either an activation-based or a decision-based 
explanation of those results.   

 
12.5.3 Finding a resolution 
 
In deciding how to determine which explanation is the best 

explanation of the impact of context, a couple of points should be 
considered. First, the priming experiments with the shortest SOAs would 
seem to provide the best window on the activation process because they 
have the best chance of tapping into the process before a decision has been 
made (i.e., while all meanings might still be active).  Second, as noted, the 
far more typical finding in those experiments is that, even in biased contexts, 
both meanings of ambiguous words are activated (e.g., Blutner & Sommer, 
1988; Conrad, 1974; Elston-Güttler & Friederici, 2005; Kintsch & Mross, 
1985; Onifer & Swinney, 1981; Swinney, 1979; Tanenhaus et al., 1979; Till, 
Mross & Kintsch; 1988).  Third, as Hino, Lupker and Sears (1997) have 
noted, in those priming experiments in which there was little evidence of 
activation for words related to the subordinate meaning (e.g., Simpson 1981: 
Simpson & Burgess, 1985), typically no effort was made to equate the 
strengths of association between the ambiguous word primes and the targets 
that were related to the dominant versus subordinate meanings. When Hino 
et al. did make such an effort in a single word priming experiment, they 
showed equivalent priming for the two types of visual targets at a 0 ms 
interstimulus interval (using auditory primes in a lexical decision task). 
Thus, it’s certainly possible that even in the experiments in which it did 
appear that the context suppressed activation of the subordinate meaning, it’s 
possible that the effect was simply due to using stronger associates in the 
dominant meaning condition.  Everything considered, it seems more likely 
that the effects in the eye movement literature are due to decision/selection 
processes rather than to context affecting the meaning activation process.    

   
12.6 Further thoughts on the activation-selection distinction 
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 Using the eye movement paradigm, Pickering and Frisson (2001) 
recently reported no cost on initial gaze durations for ambiguous words 
having two verb meanings (in contrast to Rayner & Duffy’s, 1986, results 
using ambiguous words with two noun meanings).  The cost showed up later 
in the sentence.  Pickering and Frisson explained these results by suggesting 
that because verbs are harder to interpret than nouns and their meanings are 
often dependent on subsequent words in the sentence, readers will delay 
meaning selection until they have seen some of those other words.   

The noun-verb differences that Pickering and Frisson (2001) reported 
(see also Seidenberg et al., 1982, and Folk & Morris, 2003) obviously 
represent an interesting avenue for future research.  More importantly, 
because these results suggest that meaning selection can be delayed when 
it’s useful to do so, they underline the point that theories of ambiguity 
resolution need to distinguish between activation and selection processes.  
Many of the early researchers in the field, virtually all of whom were 
working with localist frameworks, were careful to make the activation-
selection distinction.  For example, the nonselective priming at short SOAs 
discussed above was typically taken as being informative about the meaning 
activation process while the selective priming at longer SOAs was taken as 
being informative about the meaning selection process.   

To implement this activation-selection distinction within a localist 
framework, one has to assume that multiple lexical units are activated 
initially and they then maintain their activation (and, hence, their candidacy) 
during the selection process.  One would also need to assume that intra-
lexical inhibition processes are not so strong that they cause competing 
candidates to be inhibited.  For PDP models (e.g., Rodd et al., 2004), the 
situation appears to be slightly more complicated.  For these types of 
models, the activation process is, inherently, a process of deactivating 
competitors.  Once the activation process runs to completion, the set of 
semantic units that have been activated defines the meaning that must be 
selected.  Only if the system ends up in a “blend state” (a situation that PDP 
modelers have assumed represents a failure of the model) are there 
competitors to select among.  Thus, PDP models may have some difficulty 
with the idea that multiple meanings are maintained for a period of time 
awaiting the context that allows an accurate selection.  In the end, however, 
it seems clear that what can be thought of as “selection processes” must play 
a major role in the ambiguity resolution process.  Thus, any successful 
model of that process will need to explain not only how multiple meanings 
come to be activated but also how readers use context to (usually) 
successfully select the meaning the writer intended. 
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12.7 Final thought 
 
 Semantic ambiguity is a fact of life for readers/speakers of most 
languages.  The fact that our processing systems seem to allow resolution of 
these ambiguities so rapidly that we hardly notice them is testimony to a 
very sophisticated set of language skills.  Any successful model of the 
processes will have to be rather sophisticated as well.  The challenge of 
explaining the ambiguity advantage in lexical decision and naming has 
certainly provided a large impetus in the development of those models.  The 
challenge of explaining the impact of context provides an additional impetus 
and should continue to do so.  The path ahead has many theoretical twists 
and methodological turns and successes will be measured in small 
increments.  Nevertheless, the puzzle of understanding how readers deal 
with ambiguity is one that researchers will continue to find irresistible. 
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