Journal of Memory and Languagi®, 195-229 (1999) ®
Article ID jmla.1998.2617, available online at http://www.idealibrary.comm E %l.

Facilitation and Interference from Formally Similar Word
Primes in a Naming Task

Penny M. Pexman

The University of Western Ontario, London, Ontario, Canada

Carolina Cristi

The University of Ottawa, Ottawa, Ontario, Canada
and

Stephen J. Lupker

The University of Western Ontario, London, Ontario, Canada

The naming of a word (e.g., CAVE) is delayed if participants first name a formally similar, but
nonrhyming, prime (e.g., HAVE). Taraban and McClelland (1987) interpreted this effect in terms of
competition between activated phonological codes, while Bradshaw and Nettleton (1974) argued that
these interference effects are due to conflicting output codes and only arise when primes are named.
Experiment 1 shows interference effects for nonrhyming primes read silently (e.g., HAVE-CAVE),
contrary to Bradshaw and Nettleton’s claim, but rhyming primes (e.g., NEED-WEED) produced no
facilitation, contrary to predictions from Taraban and McClelland’s model. In Experiment 2 partic-
ipants named both prime and target, and both interference and facilitation were observed. In
Experiment 3 formally dissimilar rhyming prime-target pairs (e.g., EIGHT-HATE) produced no
facilitation even when primes were named. Both interference and facilitation effects seem to result
from a complicated interaction of orthographic, phonological, and output codem99 Academic Press
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Skilled readers have little difficulty generat-however, generating a phonological code from ¢
ing the phonological and semantic codes necegisual input is actually a rather complicated
sary to understand text. Despite appearancgspcess. As such, there are now a number c

models of the processes involved, each with
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One finding that any theory of naming mushence the regularity by frequency interaction)
explain is the regularity effect, that is, theis actually the result of the lack of consistency
finding that words with regular pronuncia-among the phonological codes activated by
tions (e.g.,MINT) are usually named morehe orthography of an irregular word (e.g.,
quickly than words with irregular pronuncia-Glushko, 1979; Jared, McRae, & Seidenberg
tions (e.g., PINT) (e.g., Baron & Strawson,1990). Consistency describes the extent t
1976). What they must also explain, ofwhich words that share elements of their or-
course, is why the regularity effect is stronthography (typically, their “body”) also share
gest for words that are low frequency, that isphonology. For instance, while GAVE and
why there tends to be an interaction of freHAVE are orthographically similar, they are
quency and regularity in naming latenciephonologically dissimilar. Thus, although
(Brown, Lupker, & Colombo, 1994; Seiden-GavE is regular and HAVE is irregular,
berg, Waters, Barnes, & Tanenhaus, 1984, bybth are inconsistent. On the other hand
see Jared, 1997, for evidence of regularitgATE is regularand consistent because all
effects for high frequency words also). words ending in -ATE are pronounced simi-

Proponents of the dual-route model of nampyly.
ing have interpreted the regularity effect and its Proponents of the single-route position have

interaction with frequency as evidence thaf . iqed a number of demonstrations that con

there are two separate routes involved in nan%]stency is empirically important by showing

ing. According to the dual-route model, Onetnat it takes longer to name inconsistent word:

way fgr a reader to generate a phonologlcq an consistent words even when those word
code is to use grapheme-to-phoneme convegy, ., regular (e.g., Jared et al., 1990). Al-

sion (GPC) rules to generate a set of phonemes L
: ough these findings are somewhat controvel
and then to assemble those phonemes into_a

complete code (the “assembly route”). Thi sial, they are easily explained by single-route

route must be used when naming unfamili%heories such as the PDP models of Plaut et a
. . a- . (1996), Seidenberg and McClelland (1989) anc
letter strings. The other route is the IeXIcak/an O)rden ot al (f990) Recent vers(ions gf the

route” in which a word’s phonological code is |
essentially looked up after the word's Or,[ho_olual-route model (e.g., Coltheart et al., 1993

graphic code has allowed the word's IeXicapoltheart & Rastle, }994; Patterson &_I\/Iorton,
entry to be selected. 1985) have mechanisms that, at least in theon

According to the dual-route model irregu-also allow these models to account for consis

lar words are named more slowly than reguldf€ncy effects. These mechanisms involve pro
words because, for irregular words, the a£esSing structures contained within the lexica
sembly route produces an incorrect regularOute _ _
ized phonological code which differs from the The prominent models of word naming,
correct phonological code produced by thé&herefore, can all explain the effects of regular-
lexical route. Since it takes time to resolve thdy, consistency, and frequency, making it
difference between the outputs from the twgomewhat difficult to discriminate among them
routes, irregular words take longer to proon the basis of these effects. In the preser
nounce than regular words. Further, since th@search, we examined the viability of the mod-
amount of time it takes the lexical route toels from a different perspective, by investigat-
produce a code is an inverse function of freing the effects of priming by formally similar
quency, the competition process and, by imwords in the naming task. This investigation
plication, the regularity effect, should beextends the experiments conducted by Burt an
more noticeable for low frequency words, aslumphreys (1993). As Burt and Humphreys
is typically observed. suggested, the effects that they observed aj

Single-route proponents, however, haveeared to pose a serious challenge for all of th
suggested that the regularity effect (angrominent models.
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EFFECTS OF PRIMING BY FORMALLY more controlled examination of the effect of
SIMILAR WORDS priming by enemies on the naming process. I

The type of formal similarity we investigated €l Experiment 2 the targets were regula
involved only the sharing of a word body. A setV0rds, and the primes were either enemies (e.g
of words that shares a word body will be said t&!NT-TINT) or regular control words (e.g.,
constitute a body neighborhood. Thus, all word§APS-TINT). They found a small but signifi-
ending in -AVE (e.g., CAVE, WAVE, HAVE, cant (15 msec) interference effect for targe
etc.) make up such a neighborhobwvithin a  "a@ming latencies whe_n participants name
neighborhood, it is possible for there to be botR"MeS that were enemies of the targets.
friends and enemies. Friends are words that araban and McClelland (1987) interpretec
have similar phonologies: that is, they rhyméhe'r results in _terms of a conspiracy model.
(e.g., CAVE and WAVE). Enemies have differ-1hey based this model on the principles of
ent phonologies (e.g., WAVE and HAVE). ourinteractive activation (see McClelland &
examination centered on the effects on worffUmelhart, 1981, Rumelhart & McClelland,
naming of presenting either a friend or an ent982) and thus proposed that the model includ
emy of a target word as a prime. Several previ hierarchical arrangement of three levels: :

ous studies have examined these issues usiffer level, a word level, and a phonological

lexical decision tasks (e.g., Hanson & Fowlerlevel' Activation feeds forward from one level

1987: Meyer, Schvaneveldt, & Ruddy 197410 the next. To the extent that phonological
Pugh’ Rexer & Katz. 1994: Shulman. Hornaki€atures are shared among the activated word
& Sanders, 1978). However, we will restrict ou® Pronunciation will be synthesized easily. En-

attention to those studies that have used ttfanies in the neighborhood, however,, can slov
naming task since the models under investig&2Ming latency because those words’ phonolog

tion are all models of the naming process. ical features are incompatible with the phono-

The effects of priming target words with their/ogical features of the target.
enemies were first examined by Bradshaw and USing this model, Taraban and McClelland
Nettleton (1974). In their Experiment 1, partic-(1987) offered the following account of the inter-
ipants were required to rapidly name a sequenf@énce produced by enemy primes. When :
of visually presented word pairs that were bodjader processes an irregular word like PINT as
enemies (e.g., MOWN-DOWN, WART-MART, Prime, the representational structures for PINT
etc.). Participants took longer to name a sdlecome activated. When a regular neighbor targe

quence of words when enemies were adjacent 89~ MINT) is presented, the representationa
each other than when they were separated uctures for PINT are further activated. Thus, the

neutral words. In subsequent experimentd) onological features for PINT play a major (and

Bradshaw and Nettleton found that when th&terfering) role in the synthesis of the pronunci-
first member of each pair was covertly identifietion for MINT. The result is a delay in the nam-

but not articulated (Experiment 3), there was n8'9 ©f MINT in comparison to when the prime is

effect on the pronunciation time for the second©t @ body neighbor of MINT.

member of the pair. The authors took these On the other hand, when a friend, such a:

findings to mean that it was necessary to namgNT IS presented as a prime, the appropriat

the prime aloud in order to observe interferencBNonology for the target should be preactivate
from enemies in the body neighborhood. and therefore pronunciation of the target should b

Taraban and McClelland (1987) provided dacilitated. Thus, Taraban and McClelland’s ac-
count of phonological interference also leads tc
*For the sake of brevity, we will often refer to body the prediction of phonological facilitation from

neighborhoods simply as “neighborhoods” and body neigrﬁiend primes. In fact. Taraban and McClelland
bors as “neighbors.” The reader should keep in mind, how, '

ever, that our use of these terms is slightly different than thgId report facilitation from friend primes, how-

more common use described by Coltheart, Davelaar, Jon2Ver, they only investigated this effect for non-
son, and Besner (1977). word targets. In contrast, Lupker and Colombc
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(1994) found virtually no evidence that word nam+nological activation more closely approximates
ing was facilitated by friend primes except wherthe correct pattern of activation. This learning
the target was a low frequency irregular wordnodel differs from an activation model like
(e.g., WASH-SQUASH). Taraban and McClelland’s (1987) in that, unlike
More recently, Burt and Humphreys (1993)ctivation that presumably dissipates rapidly
also investigated interference effects from eninless consciously maintained, connectior
emy primes in a naming task. In their studiesstrengths are not altered until another stimulu:
participants were required to name an irreguldhat recruits the relevant units is processed.
prime (e.g., BUSH) and subsequently to name a Although the assumptions of the PDP-type
regular target (e.g., MUSH). As in previousmodels are consistent with delayed phonologice
studies, they reported interference when thiaterference effects, Burt and Humphreys (1993
prime immediately preceded the target. Thiargued that Seidenberg and McClelland’s (1989
effect, however, was also found when the primenodel, as implemented, could not actually ac
was presented ten trials earlier. Burt and Hunzount for Burt and Humphreys’ effects. Learning
phreys concluded that their delayed phonologiules in the model do not allow a single exposure
cal interference was inconsistent with Tarabaaf a prime to produce weight changes substantic
and McClelland’s (1987) conspiracy modelenough to affect pronunciation of a target. That is
The conspiracy model’s explanation is based asimulations with the model revealed that the sin:
the prime’s activation and thus one would pregle presentation of the irregular word PINT pro-
dict that interference would be relatively shortduced negligible changes in weights and thu:
lived. Certainly, phonological interferenceshould have little effect on the pronunciation la-
should not survive the presentation of a numbeency for MINT. An interference effect would
of intervening stimuli that are also named. Sincenly be expected after repeated presentations (St
Burt and Humphreys found that interferencelenberg & McClelland, 1989, pp. 540-541). Sim-
effects survived a prime-target delay of 10 trialdarly, it would only be after repeated exposures
they suggested their results were more compdhat the regular prime TINT would facilitate nam-
ible with Seidenberg and McClelland’s (1989)ing of the target MINT.
PDP model (although, as will be discussed, As noted, the main alternative to single-route
even this model requires new assumptions tmodels like Seidenberg and McClelland’s
account for the delayed interference effect). (1989) model is the dual-route model. The mos
According to PDP-type models (e.g., Plaut etecent version of the dual-route model—the Du-
al., 1996; Seidenberg & McClelland, 1989)al-Route Cascaded (DRC) model (Coltheart e
naming words involves the computation of phoal., 1993; Coltheart & Rastle, 1994)—accounts
nological codes that are characterized as pdbr consistency effects in terms of the lexical
terns of activation distributed over representaroute. The idea is that a word will activate not
tional units. A single process can compute anly its own word detector but also word detec-
phonological code from an orthographic inputors for neighbors. These detectors in turn fee
for all words and nonwords. The model itselfactivation forward to the phonological output
consists of a network of interconnected ortholexicon and the phoneme system. If the phonol
graphic and phonological units and a mediatinggy for these neighbors is inconsistent (i.e., if
level of hidden units. Connections between orthere are enemies in the neighborhood), th
thographic and phonological units are weightednformation produced by the lexical route will
These weights change as a consequence of d&e less helpful in deriving the ultimate pronun-
perience with words and their pronunciationsciation. Thus, regular-inconsistent words may
With repeated exposure to a word, the connetbe named more slowly than regular-consisten
tion weights between the word’s orthographiavords depending on factors such as how incon
and phonological units (and mediating hiddesistent the neighborhood is and how much th
units) are adjusted in the correct direction. Thugdexical route actually contributes to the naming
with increased experience, the pattern of ph®f regular-consistent words.
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This DRC account is actually quite similar toeffect is at least partly due to the phonological
the account provided by the conspiracy modelode generation processes. To resolve this issu
of Taraban and McClelland (1987). As such, thén the present experiments we first investigate
DRC model would appear to make the samehether phonological interference can be obtaine
predictions. That is, the DRC model, construewithout prime naming. We then contrasted the
this way, would predict the interference ob-interference effects obtained when only the target
served when a target like MINT is preceded byre named aloud with those in a condition in
an enemy prime like PINT. However, it wouldwhich both the primes and targets are name
also predict that this effect should not be paraloud.
ticularly long-lasting, since it is based on acti- To investigate these issues we used a mod
vation of representational structures, and thdied version of Taraban and McClelland’s
the naming of a target like MINT would be (1987) methodology. Specifically, we included
facilitated when preceded by a prime like TINT.enemy (e.g., HAVE-CAVE), friend (e.g., WAVE-

CAVE), and control (e.g., TAPS-CAVE) primes.
THE PRESENT PARADIGM In an attempt to maintain consistency across stirr

In the present research we attempted to adius pairs, for enemy primes what we deemed t
dress two issues. First, we wished to take le the irregular word of the pair was selected to b
closer look at the time course of the interferencthe prime. Henceforth, this condition will be re-
effects from priming by enemies and the (poferred to as the irregular prime condition (with the
tential) facilitative effects from priming by friend prime condition being referred to as the
friends in the naming task. Previously, investiregular prime condition). In a few pairs involving
gators have examined the interference effeceemies where it was unclear which was the ir
only for targets presented at least 1 s, and someegular word and which was the regular word the
times more than 3 s, after the prime (e.g., Budesignation of prime and target was somewhe
& Humphreys, 1993; Kay & Marcel, 1981; arbitrary. However, given the strong parallels be:
Taraban & McClelland, 1987). However, thetween priming regular words with irregular words
models under investigation all suggest that thand irregular words with regular words reported
priming processes are automatic in nature antly Burt and Humphreys (1993), the question of
therefore, should be active at much shorter stinwhich word was the prime and which was the
ulus onset asynchronies (SOAs). To our knowkarget would seem not to be an important one. I
edge, this issue has never been examined. any case, as will be noted subsequently, removin

Second, to what extent are the interference efese pairs from the analysis did not change any ¢
fects dependent on naming the prime (as well dBe results.
the target)? Bradshaw and Nettleton (1974) sug- A weakness in Taraban and McClelland’s
gested that interference from enemy primes on§1987) and Burt and Humphreys’s (1993) de-
occurs if the prime is named aloud. With thesigns was noted and corrected. These autho
exception of some of Bradshaw and Nettleton'ssed what is technically an inappropriate con
experiments, in studies investigating phonologicdfol condition. Trials with related irregular
interference in naming, participants have alwaygrimes were compared to a control condition
been required to name the prime aloud (e.g., Burtith unrelated regular primes. When the prime
& Humphreys, 1993; Seidenberg et al., 1984s an irregular word, the control condition
Taraban & McClelland, 1987). If Bradshaw andshould also involve an irregular prime. More
Nettleton are correct and priming only occurgienerally, there is some indication in the liter-
when primes are named aloud, then these primirsgure that processing time for the prime is ar
effects may actually be due to overlapping outpumportant determinant of processing time for
or articulatory processes and not to the phonologhe target regardless of whether there is a rele
ical code generation process. On the other hand{ibn between prime and target (Lupker & Wil-
interference can be obtained when primes are rehdms, 1989; Vanderwart, 1984). Thus, when
silently, then it would seem more likely that thispossible, it is important that the same primes b
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used in the related and unrelated conditions witticipants sat approximately 50 cm from the
their pairings being interchanged in the twamonitor screen. Naming times were recorded b
conditions. As such, in our first two experimentsa microphone connected to an electronic voic
four types of priming conditions were usedkey relay which is triggered by vocal responses
irregular related, irregular unrelated, regular re-

lated, and regular unrelated. Based on simildtimuli

considerations, the frequency of the primes was Thirty-two formally similar prime-target pairs

controlled by dividing the primes into high andwere selected such that the prime and targe
low frequency sets and manipulating prime freg ., .o regular (rhyming) words (e.g., NEED-
guency in both the related and unrelated condy EED). For 16 pairs the prime frequency was
tions. This allowed us to control for effects of . ~iar than 60 per millionM = 280.9, Me-

prime frequency. In all three of the experimentgian = 128.0), and for the remaining 16 pairs
the targets were low frequency regular Words.{he prime frequency was less than 55 per mil

) ~ Francis, 1967). Frequency for all targets wa:
In Experiment 1 we attempted to determingsss than 55 per million\ = 9.6, Median=
whether interference and facilitation effects cag g for targets paired with high frequency

be obtained without prime naming and, ifso’th%rimes; M = 6.4, Median= 3.0 for targets
time course of those effects. Thus, in EXperipaired with low frequency primes).
ment 1 the primes were not named and SOA apother 32 formally similar prime-target

was manipulated. To accomplish this, thergairs were selected such that the prime was
were three SOA conditions in Experiment 1: INrregular word and the target was a regulai
Condition A the SOA was 129 ms, in Conditionword, e.g., WHAT-CHAT. For 16 pairs the
B the SOA was 314 ms, and in Condition C therime frequency was greater than 60 per millior
SOA was 814 ms. These SOA values approXy = 615.2, Median= 322.0) and for the
mate the SOAs used in Lupker and Colombo'gemaining 16 pairs the prime frequency was les
(1994) Experiment 1 and thus should allow gnan 55 per million ¥ = 10.5, Median= 7.0)2
comparison with their results. Frequency for all targets was less than 55 pe
Method million (M = 10.9, Median= 7.0 for targets
paired with high frequency prime$4 = 10.9,
Participants Median = 4.0 for targets paired with low fre-

The participants in Experiments 1 were unguency primes). A complete list of the primes

dergraduate students at the University of Wes?—nd targets 1S presented in the Appendlx_.
. . : . The ideal stimulus set for this experiment
ern Ontario. Thirty-six participants were tested

in Condition A, 24 new participants were teste oul_d involve only regu!ar |nconS|s_tent targets;
. o . hat is, regular words with body neighborhoods
in Condition B, and 30 new participants were

. . in which at least one word has an irregular
tested in Condition C. -
: ronunciation. Unfortunately, there are too few
In each of the experiments reported her

. ; : : ihconsistent word bodies to accomplish this
participants were paid or received partial cours . .

o : and, at the same time, to use the same primes
credit in an introductory psychology course fo

their participation. All participants considered

lish be their fi | d had 2These averages are based on 31 of the 32 pairs becau
English to be their first language an ad NOlsfier Experiments 1 and 2 had been completed, we discov

mal or corrected-to-normal vision. ered that the prime “SAID” had been misclassified as a low
frequency word. In addition, some questions were raisec
Apparatus about the use of “WIND” as a target, since it is a homo-

Sti i ted t graph, and about the regularity of “DON,” “STEIN,”
Imull were presented on a computer mOm"TOLL," and “BOMB.” To address these issues, the anal-

tor on which letters were approximately 0.6Qses in Experiments 1 and 2 were also performed with thes
cm high and at eye level for participants. Parstimuli removed. In no instance did this change the results
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both the related and unrelated conditions) witht29 ms in Condition A, 314 ms in Condition B,
out considerable repetition of word bodies. Beand 814 ms in Condition C. The intertrial inter-
cause targets in the irregular prime conditioral was 2000 ms.

must be inconsistent, many (26 of 32) of the
targets in the regular prime condition were con-
sistent. As discussed below, there is no reas@y,dition A

to believe that this compromise affected the ) , .
results of these experiments. Naming latenciesln this and each of the

To ensure that each target was presented fallowing experiments a trial was considered ar
both the related and unrelated conditions, tw8°r» @nd was excluded from the latency anal

lists of stimuli were created. Targets paired witfyS€S: If the naming latency was Ion%er thar
a related prime in List A (e.g., NEED-WEED) 1100 ms or shorter than 250 ms (2.9% of "’;”
were paired with an unrelated prime in List gtrials), or if the target was mispronounced (4.2%

(e.g., HELP-WEED). The unrelated pairs wer@' all trials). Mean naming latencies are pre-
created such that there was minimal overlap ifented in Table 1. The correct naming latencie
orthography between the prime and target. FY¢'® subm|tted_to a two (Rela_ltedness) by twe
the majority of unrelated pairs, there were néPrime Regularity) by two (Prime Frequency)
overlapping letters. In some cases there was offé WO (Participant Group) ANOVA, with Re-
overlapping letter (as in the HELP-WEED ex-atédness, Prime Regularity, and Prime Fre
ample) and in one case (involving a five-letteAUeNcy as Wlthln-SUbjeCt.faCtOI’S and Part|C|_p_an
prime) there were two overlapping letters. Thézroqp as a between-subjects fagtor. In additior
mean overlap between primes and targets in tif& this and all subsequent experiments, the dat
unrelated condition was 0.23 letters. were analyzed with both subjects and items
Each participant was to respond to each targ@filyses K, andF,, respectivelyy. .
only once, so two groups of participants were The IaFency analyses revealed three signifi
required in order to complete the counterbalan&aNt main effects: Relatednesb,(1,34) =
ing. Participants were assigned to the condition*- /8P < .05,MSe= 1127'8;':2_(1'56): 5'45_'
by the order in which they appeared for the exd < 05, MSe = 1148.6), Prime Regularity
periment such that the odd-numbered participan@gl(l’%) = 57.26,p < .001, MSe = 1870.2;
were assigned to one group and the even-nurh2(1,56) = 20.13,p < .001, MSe = 2619.3),

bered participants were assigned to the other groid Prime FrequencyF((1,34) = 10.26,p <
05, MSe = 1114.8;F,(1,56) = 1.14,p > .05,

Procedure MSe= 2619.3). The main effects were qualified

Participants were told that they would bepy a Relatedness by Prime Frequency interac
presented with a series of stimulus pairs on tHiPn (F1(1,34) = 4.68,p < .05,MSe= 1020.2;

computer screen, and their task for each pair, _ ,

. . The words used in these experiments were not selecte
would be to Sllently read the first word an(_j t':"ramdomly" in any sense of the term. Rather, they were
pronounce the second word aloud, as quicklyelected because they met an extensive set of criteria. Fu
and as accurately as possible. Participants fingtr, across the three experiments, the set of items use
completed eight practice trials; one for each ofirtually exhausts the entire population of inconsistent word
the conditions in the experiment. Then the GRodies. The implication is that “items” really should not be

. . treated as a random factor in any of these analyses becau
experlmer!tal trials Wer_e presented. : . to do so would be to violate a number of assumptions
Each trial began with a 1000 ms fixationynderlying the ANOVA model (see Wike & Church, 1976).
cross. Then the prime appeared and remain€&drther, because the items were not randomly selecte
on the screen for 86 ms in Condition A, 271 mgignificant effects obtained in an ANOVA treating items as
in Condition B, and 771 ms in Condition c.a random factor would not allow us to “generalize over

. . . items” in any case. Concerns about generalizability ovel
After a 43 ms mterstlmulgs interval (ISI)’ theite_ms are, however, addressed by the virtually identica
target appeared and remained on the screen uRtldits in the three experiments even though different iten
the participant responded. Thus, the SOA wasts were used.

Results and Discussion
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TABLE 1

Mean Naming Latencies (ms) and Naming Error Percentages (in Parentheses) for Targets in Experiment 1,
Conditions A, B, and C, as a Function of Prime Frequency, Prime Regularity, and Relatedness

Prime type Related Unrelated RT effect Error effect

Condition A (SOA = 129 ms)

High frequency

Regular 568 (1.3) 560 (0.4)8 -0.9

Irregular 622 (11.2) 583 (6.2) 39*** —5.0%**
Low frequency

Regular 582 (1.8) 572 (1.8)10 0.0

Irregular 617 (7.6) 613 (3.6)4 —4.0%**

Condition B (SOA = 314 ms)

High frequency

Regular 568 (0.5) 574 (2.1)6 +1.6

Irregular 613 (10.4) 592 (5.2)21* —5.2%**
Low frequency

Regular 578 (1.6) 587 (2.1)9 +0.5

Irregular 622 (6.2) 601 (3.1)21* —3.1x**

Condition C (SOA = 814 ms)

High frequency

Regular 553 (0.0) 555 (0.6)2 0.0

Irregular 618 (7.3) 579 (2.1) 39*** —5. 2%+
Low frequency

Regular 567 (0.0) 570 (0.06)3 0.0

Irregular 629 (4.9) 583 (1.7y46*** —3.2%*

*p < .05 by subjects.
**p < .05 by items.

F,(1,56) = 1.66,p = .20,MSe= 1148.6) and, regular and low frequency regular primes were
more importantly, by a three-way Relatednessot significant {; < 1;t, < 1 in both cases).
by Prime Regularity by Prime Frequency inter- Naming errors.Naming errors occurred if
action F,(1,34) = 4.71,p < .05, MSe = participants mispronounced word targets. Thre
1272.1; F,(1,56) = 1.72, p = .19, MSe = types of mispronunciations were included: (1) &
1148.6), although neither of these effects wengarticipant “regularized” the word; for instance,
significant in the items analysis. No other efpronounced “SOOT” as “SUIT;” (2) a partici-
fects approached significance. pant mispronounced the word in another way
Using planned comparisons we examined thi@r instance, pronounced “BROOD” as
differences between naming latencies in the réeBRODE;"” and (3) a participant stuttered dur-
lated and unrelated conditions for each type ahg their pronunciation.
prime-target pair. Target naming was signifi- Mean percentages of errors for each condi
cantly slowed by high frequency irregulartion are presented in Table 1. The error dat:
primes {; (35) = 4.77,p < .001, one-tailedt, were submitted to the same analyses as tt
(15) = 2.27,p < .05, one-tailed) but not by low latency data. Results showed significant mai
frequency irregular primes,(< 1;t, < 1). The effects of Relatednes${(1,34) = 8.31,p <
small interference effects for high frequency01, MSe= 35.0;F,(1,56) = 10.16,p < .005,
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MSe= 24.3) and Prime Regularity~((1,34) = The fact that interference from low frequency
37.81,p < .001,MSe= 34.7;F,(1,56)= 13.41, irregular primes was quite weak in Condition A
p < .001, MSe = 93.2). The Relatedness by(only showing up in the error data) could be
Prime Regularity interaction was also signifi-explained if phonological codes for low fre-
cant ,(1,34)= 8.61,p < .001,MSe= 34.7; quency irregular primes are derived more
F,(1,56) = 7.78,p < .01, MSe = 24.3). No slowly than those for high frequency primes
other effects were significant. (Seidenberg et al., 1984). It may be that a cer
Planned comparisons showed that there wetain level of activation is needed in order to
significantly more errors in the related conditiorobtain these interference effects and an SOA c
for both high frequency irregular primefs (35) 129 ms might be too brief for the phonological
= 3.59,p < .001, one-tailedt, (15) = 2.33, code for a low frequency irregular word to be
p < .05, one-tailed) and for low frequencyhighly activated.
irregular primes g (35) = 2.87,p < .005;t, It is also possible that the short SOA might
(15) = 2.02,p < .05, one-tailed). The small explain the absence of facilitation from rhyming
effects for high frequency regular and low fretegular primes. That is, facilitative effects from
guency regular primes were not significait€ friends might arise more slowly than competi-
1;t, < 1 in both cases). tion from enemies. If so, then the longer SOA
The results of Condition A show clear inter-used in Condition B would be more likely to
ference for target naming when primed by higlproduce facilitation from rhyming primes.
frequency irregular primes, some evidence of .
interference when primed by low frequency ir-condition B
regular primes, and no facilitation from high or Naming latenciesTrials were excluded from
low frequency regular (rhyming) primes. Thethese analyses if the naming latency was outsid
fact that the interference (at least for high frethe cutoff times (1.9% of all trials) or if the
qguency irregular primes) arose at such a shawrget was mispronounced (3.9% of all trials).
SOA suggests that this effect was due to auto- Mean naming latencies are presented in Tabl
matic prime processing. Further, the fact that. There was a significant main effect of Prime
this interference arose when participants reaRegularity £,(1,22)= 22.11,p < .001,MSe=
the primes silently provides strong evidencd968.5;F,(1,56) = 10.71,p < .005, MSe =
against Bradshaw and Nettleton’s (1974) claire764.0) and a Prime Regularity by Relatednes
that phonological interference effects only arisenteraction £,(1,22) = 10.80,p < .05,MSe=
when primes are named. On the other hand, tl898.6; F,(1,56) = 3.54, p = .06, MSe =
interference effect is consistent with Tarabad162.3). No other effects were significant.
and McClelland’s (1987) conspiracy model Planned comparisons showed that, in the sut
which views the naming process as dependejeicts analyses, target naming was significantl
on the interactions among neighbors. delayed by the high frequency irreguldy (23)
Taraban and McClelland’s (1987) conspiracy= 1.90,p < .05, one-tailedt, (15) = 1.07,p >
model does, however, have some difficulty withO5, one-tailed) and low frequency irreguldy (
our finding that rhyming primes did not facili- (23) = 1.90,p < .05, one-tailedt, (15) = .85,
tate target naming. According to the conspiracg > .05, one-tailed) primes, although these ef
model, facilitation in naming should occurfects were not significant in the items analyses
when primes and targets share both orthograpfyarget naming was not significantly facilitated
and phonology, and these authors did report thisy the high frequency regular or low frequency
effect for nonword targets. However, the abregular primest{ < 1;t, < 1 in both cases).
sence of facilitation in this experiment repli- Naming errors.Mean percentages of errors
cates Lupker and Colombo’s (1994) result$or each condition are presented in Table 1. Th
since Lupker and Colombo found facilitationanalysis of naming errors showed significan
only for low frequency irregular primeand main effects of Relatednes§,(1,22) = 4.32,
targets. p < .05 MSe= 19.2;F, (1, 56) = 4.35,p <
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.05, MSe = 17.9) and Prime Regularity activation generated by prime processing has, t
(F1(1,22) = 42.37,p < .001, MSe = 24.8; some extent, dissipated and that whatever act
F,(1,56)= 7.63,p < .01,MSe= 113.8) and a vation remains is being maintained by strategi
significant interaction of Relatedness and Primeontrol (Neely, 1977). That is, the activation
Regularity €,(1,22) = 4.49,p < .05,MSe= available at 814 ms SOA is likely to involve
23.2;F,(1,56)= 12.07,p < .001,MSe= 17.9). strategic anticipation of target phonology, rathe
The Prime Frequency by Prime Regularity inthan being due to automatic activation within
teraction was significant in the subjects analysiseighborhoods.
(F1(1,22)= 9.29,p < .001,MSe= 40.8;F, < As noted, Burt and Humphreys (1993) did
1). These effects are attributable to a high nunreport interference effects after a substantia
ber of errors in the related condition for highdelay between prime and target. They con
frequency irregular primes. No other effectsluded that phonological priming is a learning
were significant. effect rather than an activation effect as postu
Using planned comparisons we examined tHated by Taraban and McClelland’s (1987)
differences between naming errors in the relatadodel. However, Burt and Humphreys’s partic-
and unrelated conditions for each type of primeipants pronounced both the prime and targe
target pair. There were significantly more error§he output code generated when naming th
in the related condition for high frequency ir-prime aloud could, at least in theory, provide ar
regular primestg (23) = 4.13,p < .001, one- additional source of interference. In the presen
tailed; t, (15) = 2.44,p < .05, one-tailed) and study participants did not name the prime aloud
for low frequency irregular primes,((23) = Thus, if interference effects are observed ir
2.46,p < .05, one-tailedf, (15) = 2.42,p < Condition C, our results would extend Burt and
.05, one-tailed). The effects for high frequencyHumphreys'’s results by demonstrating that in-
regular and low frequency regular primes weréerference effects for target naming occur a
not significant {; < 1;t, < 1 in both cases). longer intervals even without overt naming of
The results of Condition B showed equivathe prime.
lent interference effects from both high and low .
frequency irregular primes. These results afgondition C
slightly different than those of Condition A Naming latenciesTrials were excluded from
where the interference effect was much strongénese analyses if naming latencies were outsid
for high frequency irregular primes. This differ-the cutoff times (1.7% of all trials), or if the
ence, however, is reasonably well explained btarget was mispronounced (2.0% of all trials).
the longer SOA in Condition B. When the SOA As illustrated in Table 1, three main effects
was increased from 129 to 314 ms the phonavere significant: Relatednes$,(1,28) =
logical codes for low frequency irregular wordsl3.31, p < .05, MSe = 1628.9; F,(1,56) =
became more fully activated and produced mor&l.27,p < .001,MSe= 1319.7), Prime Regu-
interference for naming regular neighbors.  larity (F;(1,28) = 91.28,p < .001, MSe =
As in Condition A, there was again no evi-1029.7;F,(1,56) = 13.67,p < .001, MSe =
dence of facilitation of target naming from3528.6) and Prime Frequendy,(1,28)= 8.12,
rhyming primes. This finding is somewhat probp < .05, MSe = 854.5;F,(1,56) = 2.43,p =
lematic for the conspiracy model (Taraban &12,MSe= 3528.6), although the main effect of
McClelland, 1987) and its hypothesis thaPrime Frequency was not significant by items
neighbors interact with each other and with th&hese effects were qualified by a significant
target and contribute to the synthesis of a prdRelatedness by Prime Regularity interactior
nunciation. (F1(1,28) = 39.33,p < .001, MSe = 728.6;
In Condition C we continued our examina-F,(1,56) = 14.08,p < .001, MSe = 1319.7).
tion of the time course of phonological interfer-No other effects were significant.
ence and facilitation using an SOA of 814 ms. It Planned comparisons showed significant in
can be assumed that by 814 ms the automateerference for high frequency irregular primes
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(t; (29) = 3.94,p < .001, one-tailedt, (15) = conspiracy effects of body enemies do arise
2.34, p < .05, one-tailed), and for low fre- automatically and persist even after a prime’s
quency irregular primest,( (29) = 4.65,p < automatically generated activation should hav:
.001, one-tailedt, (15) = 2.98,p < .01, one- substantially dissipated. Facilitation, on the
tailed). There was no facilitation from eitherother hand, does not arise either automaticall
high frequency regular primes or low frequencyr, at least under the present circumstance:
regular primestg < 1;t, < 1 in both cases). strategically.

Naming errors.Mean percentages of errors Taraban and McClelland’s (1987) conspiracy
for each condition are presented in Table 1. Theodel has some difficulty accounting for these
analysis of naming errors showed significantata. According to the model, conspiracy effect:
main effects of Relatednesg,(1,28) = 8.61, result from the persistence of the activation
p < .01, MSe= 38.3;F,(1,56) = 15.69,p < generated by the prime. Thus, the interferenc
.001, MSe = 9.2) and Prime Regularity effects in Condition C can only be explained if
(F1(1,28) = 34.59,p < .001, MSe = 39.7; we assume that automatic prime activation has
F,(1,56) = 14.32,p < .001,MSe= 38.1). The rather long duration. Furthermore, the finding
Relatedness by Prime Regularity interactiothat at all three SOAs priming from body
was also significantq,(1,28) = 9.62,p < .01, friends did not facilitate the subsequent naming
MSe = 39.7; F,(1,56) = 15.69, p < .001, of regular neighbors also poses at least a bit c
MSe= 9.2). No other effects were significant.a problem for the model.

Planned comparisons showed significant dif- Taraban and McClelland (1987) reported fa-
ferences between error rates in the related awditation in nonword naming when nonword
unrelated conditions for high frequency irregutargets were preceded by regular words. Thus,
lar primes §; (29) = 3.16,p < .005, one-tailed; is a puzzle why facilitation was not found in the
t, (15) = 2.82,p < .01, one-tailed), and for low present study (or by Lupker & Colombo, 1994)
frequency irregular primeg,((29) = 1.94,p < using word targets. Other than the difference ir
.05, one-tailedt, (15) = 2.78,p < .01, one- the nature of the targets, possibly an importan
tailed). There were no differences in naminglifference between the two studies is that ir
errors between related and unrelated conditiod@raban and McClelland’s study primes were
for either high frequency regular primes or lowead aloud. Thus, the facilitation they reportec
frequency regular primes,(< 1;t, < 1in both may have been the result of facilitation derivec
cases). from an output code. For example, the use o

Priming with either a high or low frequency sufficiently similar articulatory-motor com-
irregular word at 814 ms SOA delayed namingnands for primes and targets at the output stag
of regular targets. Further, the interference ebf naming may have produced faster targe
fects observed in Condition C do not appear tnaming.
be due to a strategic expectancy process. If Hypothesizing that phonological priming ef-
interference with target naming had arisen bdects are due to output codes is not withous
cause participants were expecting a rhymingrecedent. As noted, Bradshaw and Nettleton’
word (even after processing an irregular prime)1974) results seemed to show that overt artic
and, hence, were keeping the relevant proceadation of both prime and target is necessary ir
ing structures active, this would explain whyorder to get interference effects. They arguet
there was interference in the irregular primehat interference occurs only when different ar-
condition. However, such a strategy should alsticulatory output sets are used in successior
have led to facilitation when regular rhymingWhile the results of Experiment 1 indicate that
primes preceded target words. This was not thhis conclusion is too strong, it could be the cast
case as the results of Condition C showed littlthat naming the prime increases output interfer
evidence of facilitation from regular rhymingence for irregular primes and regular targets
primes. and/or that naming the prime produces facilita:

The results from Experiment 1 indicate thation when primes and targets rhyme. If these
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types of interference and facilitative processe®nce the participant had initiated a naming re:
exist, they may be different from the ones prosponse, the screen was blank for 500 ms. A 50
posed by the conspiracy model which localizems interstimulus interval was used so that the
the effects at the phonological code generaticiarget would not appear while the prime was still
stage of naming. These issues were investigateding named. Following this interval the target
in Experiment 2. appeared and remained on the screen until tr
participant named it aloud. Once the participan
EXPERIMENT 2 had initiated the naming response for the targe
In Experimen 2 a between-subjects desigrthe screen was blank for an intertrial interval of
was used to compare target naming latencies fab00 ms.
participants who read the primes aloud to target The participants in the Silent condition were
naming latencies for participants who read thastructed to read the primes silently and pro-
primes silently. In order to provide the besinounce the targets aloud, as quickly and a
comparison between these two groups of paaccurately as possible. The mean naming le
ticipants, prime presentation duration wasency for each prime in the Aloud condition was
matched as closely as possible: The mean nagalculated and used as the presentation duratic
ing times for each of the primes in the “reador that prime in the Silent condition. Thus, for
primes aloud” (Aloud) condition were used toparticipants in the Silent condition the prime
determine how long each of the primes shouldresentation duration varied from prime to
be presented in the “read primes silently” (Siprime. The trial procedure for the Silent condi-
lent) condition. tion was the same as that used in the Alouc
condition, except that the primes were presente
Method for predetermined intervals and the participant
Participants.The participants in Experiment responded only to the targets. Since the averag
2 were 56 undergraduate students at the Uniaming latency for primes in the Aloud condi-
versity of Western Ontario. The first 28 individ-tion was 560 ms, and a 500 ms blank screen we
uals to participate in the experiment were agresented between presentation of the prime
signed to the Aloud condition and the next 2&nd targets, the average SOA for trials in the
individuals were assigned to the Silent condiSilent condition was 1060 ms.
tion. In addition, in order to counterbalance To ensure that participants in the Aloud con-
assignment of targets to related and unrelatetition were not adopting any unusual strategie
conditions, two groups of participants were crein order to name the primes and targets in suc
ated in both the Aloud and Silent conditions. Aession, we conducted a pilot study in which 2(
in Experiment 1, participants were assigned tparticipants were asked to name the stimuli use
these groups by their order of participation inn Experiments 1 and 2. For this pilot study,
the experiment. stimuli were presented individually rather than
Apparatus and stimuliThe apparatus andas prime-target pairs. Presentation order wa
stimuli for Experiment 2 were the same as thosendomized for each participant. The correla:
used in Experiment 1. tion between mean naming latencies for the
Procedure.The procedure used in Experimenprime stimuli in the pilot studyNM = 528 ms,
2 was similar to the one used in Experiment 1ISD = 56) and for the primes in the Aloud
Participants were told that they would be preeondition M = 560, SD = 59) wasr = .88.
sented with a series of word pairs. The participaniBherefore, the naming process for primes in the
in the Aloud condition were instructed to readAloud condition appeared to be quite similar to
aloud both the primes and targets as quickly arttie process used in a standard naming task.
as accurately as possible. In this condition, each ) )
trial began with a 1000 ms fixation cross, immeResults and Discussion
diately followed by the prime which remained on Naming latenciesin the Aloud condition,
the screen until the participant named it aloudrials were excluded if the naming latency was
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TABLE 2

Mean Naming Latencies (ms) and Naming Error Percentages (in Parentheses) for Targets in Experiment 2
as a Function of Prime Frequency, Prime Regularity, Relatedness, and Instruction Condition

Prime type Related Unrelated RT effect Error effect

Read primes aloud condition (mean SOA 1060 ms)

High frequency

Regular 516 (0.4) 534 (1.8)18* +1.4

Irregular 602 (15.2) 575 (6.7 27*** —8.5%*
Low frequency

Regular 522 (1.8) 541 (3.6 19*** +1.8

Irregular 612 (17.4) 574 (13.5)38*** -3.9*

Read primes silently condition (mean SOA 1060 ms)

High frequency

Regular 545 (0.9) 548 (2.5)3 +1.6

Irregular 581 (13.3) 569 (6.5)12* —6.8%**
Low frequency

Regular 545 (1.3) 549 (2.6)4 +1.3

Irregular 588 (13.8) 570 (10.3) 18*** —3.5%**

*p < .05 by subjects.
**p < .05 by items.

outside the cutoff times (1.5% of all trials), or if (F,(1,52) = 29.48,p < .001, MSe = 1150.9;
the prime or target was mispronounced (th€,(1,112)= 33.19,p < .001,MSe= 655.6).
prime was mispronounced on 2.5% of trials and Also significant was the Instruction Condition
the target was mispronounced on 7.6% of triby Prime Regularity interactionF((1,52) =
als). Similarly, in the Silent condition, trials 19.37,p < .001,MSe= 1478.7;F,(1,112) =
were excluded if the naming latency was out3.57,p = .06, MSe = 3772.6). The difference
side the cutoff times (1.9% of all trials), or if thebetween naming latencies for trials with regular
target was mispronounced (6.4% of all trials)primes M = 528 ms) and trials with irregular
Mean naming latencies are presented in Table grimes M = 591 ms) was bigger in the Aloud
The correct naming latencies were submitted toondition than in the Silent conditioh = 547

a two (Relatedness) by two (Prime Regularityins for trials with regular primes and = 577
by two (Prime Frequency) by two (Participantms for trials with irregular primes). However, this
Group) by two (Instruction Condition) ANOVA, interaction was qualified by the significant In-
with Relatedness, Prime Regularity, and Primstruction Condition by Relatedness by Prime Reg
Frequency as within-subject factors and Partiaslarity interaction F,(1,52) = 6.10, p < .05,
ipant Group and Instruction Condition as beMSe= 1150.9F,(1,112)= 5.32,p < .05,MSe=
tween-subject factors. 655.6). No other effects were significant.

As illustrated in Table 2, the main effects of Planned comparisons were used to examin
Prime Regularityf,(1,52)= 161.38,p < .001, the difference between latencies in the relate
MSe = 1478.7;F,(1,112) = 39.82,p < .001, and unrelated conditions for each type of prime-
MSe = 3772.6) and Relatednesk,(1,52) = target pair. In the Aloud condition, target nam-
4.89,p < .05,MSe= 941.2;F,(1,112)= 4.25, ing was significantly delayed for high frequency
p < .05,MSe= 655.6) were significant. Theseirregular primest (27) = 2.74,p < .05, one-
main effects were qualified by a significantailed;t, (15) = 2.52,p < .05, one-tailed) and
Prime Regularity by Relatedness interactiofor low frequency irregular primes,((27) =
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3.85,p < .01, one-tailedf, (15) = 2.77,p < in the subjects analysi${(1,52) = 4.50,p <
.01, one-tailed). Also, in that condition, facili- .05,MSe= 43.5;F, < 1). No other effects were
tation of target naming was significant for highsignificant.
frequency regular primeg,((27) = 1.82,p < Planned comparisons showed that in the
.05, one-tailedt, (15) = 1.50,p = .07, one- Aloud condition, the difference between errors
tailed) and for low frequency regular primds ( in the related and unrelated conditions was sig
(27) = 1.93,p < .05, one-tailedt, (15) = 2.66, nificant for high frequency irregular primes, (
p < .01, one-tailed). In the Silent condition,(27) = 5.16,p < .001, one-tailedt, (15) =
target naming was significantly delayed for higl2.18,p < .05, one-tailed) and for low frequency
frequency irregular primes, although the effedtregular primes in the subjects analysis(@7)
was not significant by items,((27) = 2.10,p< = 2.37,p < .05, one-tailedt, < 1). There were
.05, one-tailedi, (15) = .96, p > .05, one- no effects for either high frequency regular
tailed). There was also a significant effect foprimes or low frequency regular primets € 1;
low frequency irregular primes,((27) = 3.15, t, < 1 in both cases).
p < .01, one-tailedf, (15) = 3.11,p < .005, In the Silent condition, there were significant
one-tailed). Finally, in the Silent condition, fa-effects in the errors for high frequency irregular
cilitation of target naming was not significantprimes ¢, (27) = 4.13,p < .001, one-tailedt,
for either high frequency regular primes or lon(15) = 2.41,p < .05, one-tailed) and for low
frequency regular primes$,(< 1;t, < 1in both frequency irregular primes,((27) = 2.12,p <
cases). .05, one-tailedt, (15) = 1.50,p = .07, one-
We also compared the size of interferenctiled). There were no effects for either high
and facilitation effects, across frequency, in th&requency regular primes or low frequency reg-
Aloud and Silent conditions. The magnitude ofilar primes {; < 1;t, < 1 in both cases).
the interference effects from irregular primes in The results of Experiment 2 suggest that
the Aloud and Silent conditions differed onlyalthough interference from body enemies oc:
marginally ¢, (54) = 1.39,p = .09, one-tailed; curs even when primes are not read aloud, th
t, (62) = 1.35,p = .09, one-tailed). The mag- effects may be larger when the prime is reac
nitude of the facilitation effects from regularaloud. Bradshaw and Nettleton (1974) arguec
primes in the Aloud and Silent did differ sig-that overt articulation of both prime and target is
nificantly (, (54) = 2.48,p < .05, one-tailedt, necessary to produce interference effects. The
(62) = 1.59,p = .06, one-tailed), as would be suggested that an articulatory output set may b
expected since significant facilitation was obestablished briefly when the prime is named
served only in the Aloud condition. and that the application of this set may inhibit
Naming errors.Mean percentages of errorssubsequent naming of a target that shares tt
for each condition are presented in Table 2. Thegrime’s orthography but not its phonology. The
analysis of naming errors showed significantesults from Experiment 2 are partly consisten
effects of Relatednes$={(1,52) = 9.99,p < with this view. The fact that the interference
.01, MSe = 44.0;F,(1,112) = 3.81,p < .05, effect was numerically larger when primes were
MSe = 64.1), Prime RegularityH;(1,52) = read aloud suggests that processes of this sc
183.89,p < .001, MSe = 52.3; F,(1,112) = may in fact be involved.
33.21,p < .001,MSe= 196.6) and their inter-  The results from Experiment 2 also suppor
action F,(1,52) = 24.79,p < .001, MSe = the conclusion that facilitation from regular
45.2; F,(1,112) = 11.56,p < .001, MSe = rhyming primes does occur when the primes ar
64.1). There was also an effect of Prime Freread aloud. A possible explanation, in line with
guency which was significant only in the subthe Bradshaw and Nettleton (1974) argument, i
jects analysis K,(1,52) = 17.62,p < .001, that facilitation occurs when a similar articula-
MSe= 29.8;F,(1,112)= 1.54,p = .22,MSe= tory set is established for naming the prime anc
196.6) and an interaction of Prime Frequencthe target. Taken together, the results from Ex
and Prime Regularity that was significant onlyperiment 2 suggest that there may be som
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validity to Bradshaw and Nettleton’s (1974)naming of MATE would have been facilitated if
claim that output codes are a source of botthe prime EIGHT had been named aloud.

interference and facilitation effects. One question to be addressed in Experimer
3, then, is whether there is facilitation for
EXPERIMENT 3 EIGHT-HATE as well as MATE-HATE when

The main generalization to be drawn from th poth primes and targets are named_. A simila

. . uestion can be asked about the interferenc

res.ults of .Exp.erlments. Land 2is that phonoéffects. That is, since TOMB as a prime leads tc

Ioglcal fac_llltatlon requires QUtDUt codmg_ of theinterference in naming the target BOMB, will
prime while phonological interference is pro-

. . ROOM as a prime lead to interference in nam-
duced by both output and phonological codlngng the target BOMB (either when the prime is

of the prime. I-n Experiment 3 we attempted amed or when it is not)? If so, it would impli-
determine which component of target ProceS¥eate the target output process as a locus of th

INg 1S affected_ by these prime codes. That 'Snterference effect. If not, it would suggest that
target processing also must involve both pho{he locus of the interference effect was solely

nological and output coding. Although Brad-y,q process of generating the target's phonolog
shaw and Nettleton (1974) suggested that target,| .o qe.

output is the process affected by the prime’s

output code, it is equally possible that théviethod

prime’s output code is actually affecting the participants.The participants in Experiment

phonological coding of the target. 3 were 88 undergraduate students at the Un
We addressed these issues by using a set\Risity of Western Ontario. The first 44 individ-

prime-target pairs like EIGHT-HATE that have 5|5 to participate in the experiment were as

the same relation between output codes as th0§%ned to the Aloud condition and the next 44

in the previous experiments (e.g., MATE pgividuals were assigned to the Silent condi-

HATE), but that have a different relation be+jgn.

tween orthography and phonology. If, in previ-  aApparatus.The apparatus was the same a
ous experiments, what is being affected by thgyat described for Experiment 1.
primes is the output coding process of the tar- stimuli.As in Experiments 1 and 2, the stim-
get, these EIGHT-HATE pairs should produce|j for Experiment 3 included both regular and
similar effects to those observed previouslyregular primes. Although each participant was
(i.e., facilitation only when the prime is named) presented with pairs of stimuli (one prime and
However, because the phonological coding prasne target in each pair), the stimuli for this
cess of the target is different from that of theaxperiment consisted of triples of two primes
prime, if that process is the process being aknd one target. The triples were constructed s
fected, no facilitation effects would be ex-that formal similarity of prime and target could
pected. be manipulated within items. For instance, in
There is some literature on the issue ofhe regular prime condition, one prime-prime-
EIGHT-MATE priming. In a lexical decision target triple was EIGHT-MATE-HATE. Using
task, Hillinger (1980) reported facilitation for this triple, participants would either be pre-
EIGHT-MATE word pairs. Martin and Jensensented with a phonologically and formally sim-
(1988), however, were unable to replicate Hillilar prime-target pair (MATE-HATE), a phono-
inger's effect. Using a naming task, Peterlogically similar and formally dissimilar prime-
Lukatela, and Turvey (1990) also reported #arget pair (EIGHT-HATE), or an unrelated pair
failure to find facilitation for MATE primed (AXE-HATE or WINE-HATE). Similarly, a
with EIGHT. In the Peter et al. experimentsprime-prime-target triple in the irregular prime
however, participants read the prime silentlgondition was ROOM-TOMB-BOMB, and par-
before naming the target. Based on the results ti€ipants would either be presented with a pho
the present Experiment 2, it is possible that theologically dissimilar and formally similar
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prime-target pair (TOMB-BOMB), a phonolog- order that each participant see only one versio
ically “pseudodissimilar” and formally dissimi- of the stimulus list, four groups of participants
lar prime-target pair (ROOM-BOMB), or anwere used in both the Aloud and Silent condi-
unrelated pair (SEW-BOMB or CHEF-BOMB). tions. Participants were assigned to these grouy
As in Experiments 1 and 2, the unrelatedy the order in which they appeared for the
pairs (e.g., SEW-BOMB) were created such thaxperiment.
there was minimal overlap in orthography be- Following eight practice trials, each partici-
tween the prime and target. The mean overlgpant was presented with 60 experimental trials
between primes and targets in the unrelatethe stimuli were presented in a different ran-
condition was 0.35 letters. dom order for each participant. A complete list
Thirty-two rhyming prime-prime-target tri- of the primes and targets is presented in th
ples were selected such that target frequenéppendix.
was less than 55 per milliorM = 14.9, Me- Procedure The procedure was similar to that
dian = 18) and the primes shared the regulansed in Experiment 2. The mean naming latenc
phonology of the target (“regular” prime condi-for each prime in the Aloud condition was cal-
tion). Another 28 prime-prime-target triplesculated and was used as the presentation dur
were selected such that target frequency waien for that prime in the Silent condition. Since
less than 55 per millionM = 14.4, Median= the average naming latency for primes in the
10) and one prime was irregular and formallyAloud condition was 612 ms, and a 500 ms
similar to the target and the other prime rhymedlank screen was presented between the prin
with the first prime but was formally dissimilar and target, the average SOA for trials in the
to the target (“irregular” prime condition). Silent condition was 1112 ms.
In this experiment, prime frequency was not
manipulated. Because there was a limited nunResults and Discussion
ber of stimulus triples from which to choose we Naming latenciesTrials were excluded from
were unable to match the frequency of the twthese analyses if the naming latency was outsid
types of primes (formally similar and dissimi-the cutoff times (2.4% of trials in the Silent and
lar) in the regular and irregular conditions. TheAloud conditions combined), or, in the Aloud
mean frequencies of the primes in the regularondition, if the prime or target was mispro-
condition were 130.0 (Mediass 21.0) and 37.0 nounced (the prime was mispronounced ot
(Median = 11.0) for the formally similar and 2.1% of trials and the target was mispronounce«
dissimilar primes, respectively. The mean freen 5.2% of all trials). In the Silent condition,
guencies of the primes in the irregular conditiorrials were also excluded if the target was mis-:
were 300.1 (Mediarn= 50.0) and 150.5 (Medi- pronounced (3.0% of trials). Mean naming la-
an = 21.5) for the formally similar and dissim- tencies are presented in Table 3. The correc
ilar primes, respectively. In Experiment 2,naming latencies were submitted to a two (Re
where prime frequency was manipulated anthtedness) by two (Prime Regularity) by two
the SOA was similar to that used in this exper(Formal Similarity) by two (Participant Group)
iment, prime frequency did not interact withby two (Instruction Condition) ANOVA, with
relatedness in either the latency or error dat®elatedness, Prime Regularity, and Forma
Therefore, although the mean frequencies fdimilarity as within-subject factors and Partici-
the prime conditions in Experiment 3 werepant Group and Instruction Condition as be-
somewhat different, there was no reason to béween-subject factors.
lieve that any effects involving relatedness As illustrated in Table 3, the main effect of
would be affected by those differences. Prime Regularity was significan¥{(1,80) =
There were four different versions of the39.78,p < .001, MSe = 1211.9;F,(1,52) =
stimulus list in the experiment as each targe2.19,p = .09, MSe = 12800.6). The interac-
was paired with each of the two types of relatetions of Prime Regularity and Relatedness
primes and the two types of unrelated primes. I(F,(1,80) = 6.46, p < .05, MSe = 1134.8;
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TABLE 3

Mean Naming Latencies (ms) and Naming Error Percentages (in Parentheses) for Targets in Experiment 3
as a Function of Orthographic Similarity, Prime Regularity, Relatedness, and Instruction Condition

Prime type Related Unrelated RT effect Error effect

Read primes aloud condition (mean SOA 1112 ms)

Formally similar

Regular 562 (3.5) 579 (3.8)17* +0.3

Irregular 614 (10.7) 578 (4.7 36%** —6.0%**
Formally dissimilar

Regular 586 (4.2) 575 (5.5)11 +1.3

Irregular 583 (4.8) 586 (4.5)3 -0.3

Read primes silently condition (mean SOA 1112 ms)

Formally similar

Regular 555 (3.4) 561 (3.2)6 -0.2

Irregular 587 (3.9) 570 (2.7 17* -1.2
Formally dissimilar

Regular 564 (2.0) 570 (3.2)6 +1.2

Irregular 574 (3.2) 582 (2.3)8 -0.9

*p < .05 by subjects.
**p < .05 by items.

F,(1,52) = 3.34,p = .07,MSe= 2712.6) and p < .05, one-tailedt, (31) = 1.36,p = .09,
Prime Regularity and Formal Similarity one-tailed), although the effect was only mar-
(F1(1,80) = 10.20,p < .005,MSe = 1292.6; ginally significant in the items analysis. The
F,(1,52)= 3.61,p = .06,MSe= 2100.7), were effect for formally dissimilar, regular (EIGHT-
also significant. HATE) primes went in the opposite direction to
Further, the three-way interaction of Primevhat had been expectet} (43) = 1.79,p =
Regularity, Relatedness, and Formal Similarity08, two-tailed;t, (31) = 1.74,p = .09, two-
was significant £,(1,80) = 22.24,p < .001, tailed), and was not significant. Target naming
MSe = 1127.4;F,(1,52) = 4.00, p < .05, was not significantly affected by the formally
MSe= 4447.9), as was the four-way interactiordissimilar irregular (ROOM-BOMB) primed(
of Instruction Condition, Prime Regularity, Re-< 1; t, < 1). In the Silent condition, there was
latedness, and Formal Similarity={1,80) = significant interference for target naming for
4.83,p < .05,MSe= 1127.4;F,(1,52)= 2.07, formally similar irregular primes (TOMB-
p = .14, MSe = 2149.9), although this effect BOMB) (t, (43) = 2.48,p < .01, one-tailedt,
was not significant in the items analysis. Thé€27) = 1.06,p = .15, one-tailed), although the
interaction of Prime Regularity, Relatednesffect was not significant in the items analysis.
and Formal Similarity was much larger in theThere was no significant effect for formally
Aloud condition. similar regular primes (MATE-HATE)t( < 1,
Planned comparisons showed that, in thg < 1), or for formally dissimilar irregular
Aloud condition, there was significant interfer(ROOM-BOMB) (; (43) = 1.14,p = .13,
ence for formally similar, irregular primesone-tailed;t, (27) < 1) or regular (EIGHT-
(TOMB-BOMB) (t; (43) = 3.36,p < .001, HATE) (t; < 1;t, < 1) primes.
one-tailedt, (27) = 3.13,p < .005, one-tailed). = We also compared the size of interference
Also, in that condition, facilitation of target and facilitation effects in the Aloud and Silent
naming was significant for formally similar, conditions. The difference in the interference
regular primes (MATE-HATE) 1 (43) = 2.39, effects from formally similar irregular primes in
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the Aloud and Silent conditions was significantlar primes and targets (TOMB-BOMB and
by subjects and marginally significant by item$MATE-HATE) replicated the results of Exper-
(t, (86) = 1.69,p < .05, one-tailedf,(27) = iment 2. For target naming, there was evidenc
1.48,p = .09, one-tailed). The difference in thethat phonological interference from enemy
facilitation effects from formally similar regular primes occurred when primes were read si
primes in the Aloud and Silent was marginallylently, and this effect appeared to increase whe
significant by subjectd{(86) = 1.53,p = .06, primes were read aloud. Phonological facilita-
one-tailed;t, (31) = .96, p = .14, one-tailed), tion from friend primes occurred only when
due to the fact that facilitation was observegbrimes and targets were both named alouc
only in the Aloud condition. The effects of These results in Experiment 2 led us to conclud
formally dissimilar irregular primes were notthat both phonological facilitation and, to some
significantly different in the Aloud and Silent extent, phonological interference are due to out
conditions {; < 1;t, < 1). The difference in the put coding of the prime.
effects of formally dissimilar regular primes in  In Experiment 3 we attempted to determine
the two conditions was not significarti (86) = what target process or processes (i.e., phono
1.60,p = .15, two-tailedt, (31) < 1), and the logical code generation or output) is being af-
small difference that did arise went in the wrondected in these tasks. This was done by detel
direction. mining whether the interference and facilitation
Naming errors.Mean percentages of errorseffects were dependent on formal similarity be-
for each condition are presented in Table 3. Thisveen the primes and targets. If the effects du
analysis of naming errors showed a significartb generating output codes for the primes ar
main effect of Instruction ConditionF¢(1,80) purely the result of interactions between code:
= 11.24,p < .001,MSe = 47.0; F,(1,52) = at the output level, then formally dissimilar
5.78,p < .05,MSe= 26.9). The interaction of rhyming primes and targets would produce the
Instruction Condition and Prime Regularity wasame facilitation when named aloud as formally
also significant £,(1,80) = 4.27, p < .05, similar rhyming primes and targets. Our results
MSe= 24.1;F,(1,52) = 2.84,p = .09,MSe=  showed that formally dissimilar rhyming primes
26.9), although the effect was only marginallydid not affect target naming, regardless of
significant in the items analysis. whether the primes were named aloud. In addi
This analysis also showed a significant intertion, target naming was not interfered with by
action of Prime Regularity and Relatednessur primes that rhymed with, but were spelled
(F,(1,80) = 4.76, p < .05, MSe = 32.6; differently than, our enemy primes even when
F,(1,52) = 5.01,p < .05, MSe = 28.6). The those primes were named aloud. Thus, there |
other significant effect was the three-way interlittle evidence that either the facilitation or in-
action of Instruction Condition, Prime Regularterference effects observed in previous exper
ity, and Formal Similarity £,(1,80) = 6.11, ments were due simply to the interaction of
p < .05,MSe= 24.1;F,(1,52)= 2.27,p = .13, output codes.
MSe = 35.7), although the effect was not sig-
nificant in the items analysis. GENERAL DISCUSSION
Planned comparisons showed that, in the In this paper, we have focused on the proces
Aloud condition, there were significantly moreunderlying word naming. Clearly, this process
errors in the related condition for formally sim-involves translating orthographic codes into
ilar, irregular primes (TOMB-BOMB) t{ (43) phonological codes, and articulation. Our spe
= 2.73,p < .005, one-tailedt, (27) = 2.35, cific issue of interest has been how this worc
p < .05, one-tailed). There were no other sighaming process can be affected by phonologi
nificant effects in the Aloud condition (at] < cally similar and dissimilar primes. Our results
1;t, < 1). In the Silent condition, there were nosuggest to us something very important abou
significant effectstf < 1,t, < 1). word naming and priming: The important com-
The results of Experiment 3 for formally sim-ponents in these processes are not units ar
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codes, but rather are the shammhnectionsand survived a lengthy prime-target interval (10 in-
weights linking orthographic and phonologicakervening trials) and argued that this delayec
units. Thus, in the account of the data that waterference was inconsistent with Taraban an
will propose, the central issue is how thosécClelland’s residual activation account (as
weights are affected by the presentation of fowell as with any other account that would try to
mally similar primes. explain these effects in terms of the concept o
In this research, we addressed two specifiesidual activation).
empirical issues. The first issue was the impact In our Experiment 1, interference was ob-
of naming the primes on both the interferenceerved at SOAs ranging from 129 to 814 ms. Ir
from formally similar irregular primes and theExperiments 2 and 3 interference (and facilita:
facilitation from formally similar (i.e., rhyming) tion when the primes were named) was ob
regular primes. As noted, according to Tarabaserved at average SOAs of 1060 and 1112 m:
and McClelland’'s (1987) conspiracy theoryThese findings suggest that although phonoloc
these effects are due entirely to the phonologicatal interference effects arise rapidly, consisten
coding process. However, in Taraban and Maowith models attributing these effects to auto-
Clelland’s studies, as in most other studies imatic activation, the effects also persist well
this literature, participants named the primebeyond the time when automatic activation of &
aloud, raising the possibility that output codeprime’s representational structures should hav
are somehow involved in the process. In factlecayed (unless maintained by control proces:
such a view had been expressed by Bradshag). The question is whether this time course o
and Nettleton (1974) who reported that thesmterference and facilitation can be explained by
interference effects do not arise when primeany model of word naming.
are not named. Before considering how these results migh
Our results show that irregular primes dot  be interpreted by models of word naming, we
have to be named in order to cause interferenséould consider some empirical issues sur
in naming regular targets. However, as reportegunding our lack of a facilitation effect when
by Lupker and Colombo (1994), our results alsprimes were not named. As noted, the target
show that there is little, if any, facilitation from used in the regular prime condition were gen-
regular, rhyming primes when those primes arerally consistent. From the perspective of the
not named. In Experiments 2 and 3 the interferconspiracy theory one might ask whether it is
ence and potential facilitation effects were exlegitimate to expect facilitation when naming
amined further by contrasting a condition inregular-consistent words since these words at
which participants read the primes silently witmot exposed to competition from neighbors and
a condition in which participants named théhence, are named very rapidly. Regular-incon
primes aloud. The results showed that the intesistent words, on the other hand, are exposed
ference effects arising when primes are reasbme competition from irregular neighbors and
silently tended to increase when the primetherefore, activating a friend of these words
were named aloud. The results also indicateniight be somewhat more likely to produce fa-
that naming the primes aloud does facilitate theilitation. More generally, the question is
naming of formally similar rhyming targets. whether the lack of facilitation is simply a floor
The second specific issue addressed in thesBect due to the speed with which regular-
experiments was the time course of interferenamnsistent words are named.
from irregular primes and facilitation from reg-  Certainly, this is a legitimate question. Al-
ular, rhyming primes. Taraban and McClellandhough Lupker and Colombo (1994) producec
(1987) argued that interference and facilitatioffittle evidence of priming with (mainly) regular-
arise because the residual activation of theonsistent rhyming pairs, they did show tha
prime’s representational structures influenceshen rhymingirregular word pairs involving
target processing. Burt and Humphreys (1993w frequency targets are used (e.g., WASH-
however, found that phonological interferenc&QUASH), facilitation is obtained, even when
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the primes are not named. Thus, the chance béve dissipated and further, that the effect doe
observing facilitation may be higher for regularnot appear to be due to expectancies are difficu
inconsistent words than for regular-consisterib reconcile with the conspiracy model. Finally,
words. As the results of the Aloud conditions ofas stated above, the conspiracy model sugges
Experiments 2 and 3 indicate, however, facilithat facilitation and interference occur by the
tation effectsare obtained for regular-consistentsame mechanism—activation of neighbors
words when the prime is read aloud. Thus, it iThus, there is no reason to expect interferenc
clear that even regular-consistent words can lvathout parallel facilitation, as we found in all
facilitated if the conditions are right. three experiments when the primes were rea
Further, one cannot explain those facilitatiorsilently.
effects by suggesting that target naming was To this point, we have been discussing the
generally slower, and thus above floor, wheronspiracy model in the specific terms in which
facilitation was observed. In Experiment 2, foiit was presented by Taraban and McClellanc
example, in the Aloud condition we observed1987). The generic model is somewhat more
facilitation from regular rnyming primes (18 msflexible in that it involves a number of param-
for high frequency primes and 19 ms for loweters. Could the parameters of the conspirac
frequency primes) even though response timesodel be set in such a way to make it predict
on the unrelated trials were actually slightlyinterference but not facilitation? The important
fasterthan those for the same trials in the Silenparameter here would seem to be the degree
condition (534 and 541 ms for high frequencynhibition between word-level units. When a
and low frequency regular primes in the Aloudprime word is presented, the lexical unit for the
condition, and 548 and 549 ms for high and lovprime is activated. If one assumes that thi:
frequency regular primes in the Silent condiactivation has not decayed by the time the targe
tion, respectively). Thus, it seems unlikely thatvord is presented, any formal similarity be-
the lack of facilitation when primes were readween prime and target will serve to further
silently was due to a methodological or empirincrease the activation in the word-level unit for
ical artifact. the prime. The resulting activation in this unit
may be so strong that it inhibits target process
ing at the word level. For a regular, rhyming
According to Taraban and McClelland’sprime and target, this inhibition may then elim-
(1987) conspiracy model, when a reader prdnate any facilitation that might be provided by
cesses a prime, the representational structurthe fact that the prime and target share phonc
for that word are activated. This activation afiogical features. For an irregular nonrhyming
fects the time to generate a phonological coderime, this inhibition simply adds to the inter-
for a subsequent target word. The model prderence effect. Thus, with the correct selectior
dicts that the activation produced by a formallyof parameters the model could be made to pre
similar irregular prime will inhibit pronuncia- dict interference without facilitation.
tion of a regular target, because the prime and There are two problems with this account,
target have conflicting phonological featureshowever. The first is that it predicts inhibition
The activation produced by a regular primeeffects even in a task like the lexical decision
however, should facilitate regular target protask, in which there are typically no phonolog-
nunciation since the prime and target share mostal facilitation effects. Such a prediction is
phonological features. inconsistent with the previous literature (e.g.,
Our discovery of interference even at relaColombo, 1986; Lupker & Colombo, 1994;
tively brief SOAs supports the assumption oSegui & Grainger, 1990). The second problen
the conspiracy model that interference stemis that it would be unable to explain the facili-
from activation of the prime. However, the facttation in our Aloud condition. That is, in order
that the interference lasted well beyond the time account for the increased interference fron
when automatic activation of the prime shouleénemy primes in the Aloud condition, one must

Models of Word Naming
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make the assumption that naming the primphonology correspondences harly to a cer-
more strongly activates the prime’s representdain level, while naming the prime increases
tional structures (including its word-level unit),those weights to a higher level.
effectively increasing the prime’s ability to in- More specifically, in English, the correspon-
hibit its neighbors. The problem, of course, iglence between orthography and phonology fo
that this increased inhibition would affect themost words is regular, by definition. For regular
word-level units for friend targets as well. Thusprimes, the weights in the PDP model already
the implication is that one would be less likelyrepresent, to a large degree, the appropriate o
to observe facilitation from friend primes in thethography-to-phonology correspondences. Thu:
Aloud condition than in the Silent condition.increasing these strengths to a certain level, b
Obviously, this is not what occurred. exposing the system to a regular rhyming prime
According to the tenets of the DRC modemay not represent much of an increase. Regulz
(Coltheart et al., 1993; Coltheart & Rastleprimes may thus have little effect on naming
1994) consistency effects are the result of prahyming targets. However, when the prime is
cessing on the lexical route. The workings ohamed, the increase in short-term weight:
the lexical route are, in fact, quite similar towould be more substantial. Those increase
those embodied in the conspiracy model. Thusyeights may represent a strong enough bia
the DRC model would make similar predictiondoward the regular pronunciation that regulat
to those of the conspiracy model. As discussedrgets would show facilitation.
above, it might be possible to set parameters to With respect to the interference effect, the
predict no facilitation. Overall, however, thisorthography-to-phonology correspondences o
model will have no greater success than thieregular words are not very well represented
conspiracy model because it will run into theThus, for irregular words, any weight change
same problems as the conspiracy model. would be expected to produce interference
If one wishes to account for the present rewhen naming a regular, nonrhyming target evel
sults, it appears that the most problematic isswehen the prime is simply viewed. If those
to be dealt with is that when participants areveights get an additional increase because tf
called upon to name the primes, facilitatioprime is named, the interference effect would
effects emerge and interference effects beconoé course, increase. It also follows that the ir-
more potent. In fact, as Burt and Humphreysegular primes should produce reliable facilita-
(1993) demonstrated, naming the prime praion effects when the target is a rhyming irreg-
duces phonological interference effects at dedar word (e.g., WASH-SQUASH) as Lupker
lays of up to 30 seconds between primes arahd Colombo (1994) reported.
targets. As they suggested, these types of resultsThe bottom line is that the increased interfer-
really are best described by PDP-type modeknce and the appearance of facilitation can bot
(i.e., models based on learned correspondendas explained if one assumes that the effect o
between orthography and phonology) as long aseaming aloud is simply to create larger short-
those models also incorporate shorter-termterm weight changes (i.e., weight changes the
larger weight changes. are larger than those that occur from just view-:
To extend Burt and Humphreys’ (1993) exding the prime). That is, the effect of naming the
planation to the present data, their explanatiogprime aloud versus reading it silently is merely
must also account for: (a) the lack of facilitatiora quantitative one. The result is to turn a smal
from rhyming primes that are not named aloudnterference effect into a larger one and a vir-
and (b) the effects of naming the prime aloudually null facilitation effect into a significant
(facilitation for rhyming pairs and increasedone.
interference from formally similar, nonrhyming Weight changes of this sort are describec
primes). This can be accomplished if one a®y McClelland and Rumelhart (1985) in their
sumes that simply viewing the prime increasedistributed model of information processing
the short-term weights for the orthography-toand memory. They describe a model of mem
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ory in which memory traces decay at a mucltodes, but from learning effects on weightec
slower rate than do patterns of activationconnections between orthography and phono
Individual inputs to the systeni...exert ogy.
large short-term effects on the weights, but This conclusion further points to the impor-
after they decay the residual effect is considtance of considering links and processes, rathe
erably smaller” (McClelland & Rumelhart, than units and codes, in explaining and predict
1985, p. 166). If word primes have the samég word naming. It appears that models of
effect on the naming system as memory tracegord naming in which effects are based on the
do on the memory system, then this type ohfluence of various codes (orthographic, pho.
short-term weight change mechanism couldological, output) fail to capture what is hap-
be used to model the effects observed in thgening in our tasks. We suggest instead that th
present experiments. These assumptiomgpes of priming effects we observed are bes
about the existence and influence of shortaptured by a model that attributes these effec
term weights obviously need additional emto the links between such representations. W
pirical evaluation. also suggest that the present findings are be
accounted for by a PDP-type model modified tc
include immediate, short-term, larger weight
The present results show, for word naming, ehanges on connections between orthograph
pattern of facilitation and interference fromand phonology (Burt & Humphreys, 1993).
body neighbors that cannot be easily explainddowever, we also see no compelling reason the
by any of the existing models. Those findings similar mechanism could not ultimately be
suggest that priming effects arise not from reincorporated into other models (e.g., Colthear
activation of phonological and output units oret al.’s (1993) DRC model) as well.

Conclusions

APPENDIX

Experiment 1:Stimuli and Item Means for Naming Latencies and Error Percentages
in Conditions A, B, and C

Condition A Condition B Condition C

Prime type Latency Errors Latency Errors Latency Errors

High frequency irregular

Related
what-chat 574 11 635 8 548 7
want-rant 627 0 631 0 626 0
mind-wind 620 44 651 42 541 14
son-don 564 17 592 42 606 7
none-lone 614 11 599 0 566 0
gross-floss 599 0 648 0 606 0
lose-hose 654 0 660 17 697 7
word-cord 600 5 641 0 596 0
move-cove 736 5 639 0 712 0
blood-brood 726 22 704 25 659 14
most-frost 619 0 558 0 574 0
done-hone 693 33 600 17 728 28
give-dive 615 33 584 17 576 0
have-cave 631 11 549 0 569 28
some-dome 585 11 619 8 694 14

put-nut 554 0 546 0 532 0
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APPENDIX—Continued

Condition A Condition B Condition C

Prime type Latency Errors Latency Errors Latency Errors

High frequency irregular

Unrelated
mind-chat 571 11 564 0 522 0
lose-rant 588 5 568 0 694 5
son-wind 554 17 532 25 514 7
gross-don 620 5 558 17 577 7
want-lone 600 0 577 0 559 0
none-floss 614 0 549 0 529 0
word-hose 673 5 671 17 696 0
what-cord 557 0 545 0 562 0
blood-cove 575 0 634 0 558 0
done-brood 623 22 737 8 591 7
move-frost 541 0 619 0 592 0
give-hone 761 28 742 17 673 7
most-dive 523 0 575 0 561 0
some-cave 531 5 577 0 552 7
put-dome 601 5 603 8 591 0
have-nut 508 0 522 0 530 0

High frequency regular

Related
need-weed 555 0 535 0 543 0
help-kelp 598 0 612 0 571 0
tell-bell 554 0 537 0 583 0
size-prize 553 5 594 0 576 0
mass-lass 502 0 603 0 523 0
thin-chin 542 0 623 0 503 0
base-chase 539 5 550 8 532 5
site-kite 514 0 569 0 514 0
boy-toy 512 0 491 0 539 0
feet-beet 618 0 557 0 583 0
man-tan 589 0 544 0 517 0
ship-chip 646 5 629 0 571 0
back-sack 587 5 544 0 535 0
gun-bun 612 0 573 0 584 0
park-bark 575 0 568 0 584 0
chair-stair 607 0 562 0 591 0

Unrelated
help-weed 547 0 553 0 536 0
need-kelp 654 0 633 0 601 0
mass-bell 565 0 508 0 503 0
tell-prize 579 0 556 0 548 0
size-lass 556 0 529 0 562 0
base-chin 574 0 557 0 524 0
site-chase 567 5 529 0 554 5
thin-kite 605 0 572 0 540 0
feet-toy 503 0 557 0 501 0
gun-beet 570 0 604 0 623 0
boy-tan 502 0 572 0 562 0
back-chip 483 0 565 0 502 0
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APPENDIX—Continued

Condition A Condition B Condition C
Prime type Latency Errors Latency Errors Latency Errors
High frequency regular
Unrelated
man-sack 590 5 633 17 590 0
ship-bun 550 0 626 8 611 0
chair-bark 548 0 607 0 580 0
park-stair 585 0 601 0 534 0
Low frequency irregular
Related
deaf-leaf 621 11 650 0 589 7
tomb-bomb 612 5 592 8 640 0
wart-mart 616 0 615 0 570 0
sew-dew 604 0 621 8 605 0
said-raid 563 0 637 8 551 7
soot-loot 547 5 575 8 540 0
wand-sand 555 0 566 8 531 7
quoth-broth 598 0 696 0 614 0
quart-chart 652 0 566 0 600 0
squash-thrash 717 0 612 0 715 7
wash-mash 620 11 553 0 577 7
wear-sear 640 33 666 0 738 7
caste-paste 623 0 632 8 644 0
worse-morse 646 5 688 0 733 0
doll-toll 640 11 603 17 672 7
vein-stein 626 39 595 42 791 28
Unrelated
soot-leaf 563 0 541 0 528 0
deaf-bomb 683 5 597 0 625 0
said-mart 610 0 679 0 560 0
wart-dew 628 0 576 0 559 0
sew-raid 572 0 537 8 541 0
quoth-loot 623 0 545 8 550 0
tomb-sand 565 0 520 0 568 0
wand-broth 679 5 584 0 672 7
squash-chart 583 0 602 0 535 0
quart-thrash 661 0 755 0 670 0
wear-mash 539 11 584 0 548 0
vein-sear 684 5 699 0 604 0
worse-paste 587 0 632 0 599 0
wash-morse 636 0 618 0 618 0
caste-toll 523 5 671 17 587 0
doll-stein 672 22 591 25 613 21
Low frequency regular
Related
sled-fled 612 0 686 0 601 0
claw-flaw 576 0 613 0 592 0
bib-rib 544 0 556 0 529 0
noose-moose 581 0 692 17 581 0
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Condition A Condition B Condition C
Prime type Latency Errors Latency Errors Latency Errors
Related
bug-tug 537 0 593 0 538 0
tent-dent 537 0 589 0 575 0
tail-nail 517 0 535 0 523 0
beer-deer 573 0 631 0 566 0
couch-pouch 691 11 565 8 609 0
sting-cling 603 5 544 0 571 0
log-hog 566 0 550 0 584 0
pig-dig 567 0 536 0 558 0
loom-doom 582 0 565 0 596 0
lamp-damp 590 5 527 0 549 0
nest-pest 622 0 560 0 562 0
cane-pane 597 5 553 5 545 0
Unrelated
tail-fled 627 0 616 0 621 0
noose-flaw 599 0 565 0 584 0
bug-rib 570 0 548 0 558 0
claw-moose 603 0 549 8 585 0
sled-tug 601 0 558 0 541 0
beer-dent 581 0 560 0 564 0
tent-nail 546 0 541 8 540 0
bib-deer 612 0 576 0 547 0
sting-pouch 561 11 585 8 582 0
loom-cling 582 5 639 0 538 0
nest-hog 553 0 564 0 555 0
log-dig 553 0 550 0 559 0
pig-doom 558 5 651 0 584 0
couch-damp 539 0 573 0 547 0
cane-pest 536 0 602 0 604 0
lamp-pane 547 5 713 8 625 0

Experiment 2: Stimuli and Item Means for Naming Latencies and Error Percentages

Aloud condition Silent condition

Prime type Latency Errors Latency Errors

High frequency irregular

Related
what-chat 579 7 591 0
want-rant 587 0 581 0
mind-wind 538 21 672 21
son-don 601 28 573 14
none-lone 559 14 535 7
gross-floss 598 0 596 0
lose-hose 625 7 630 21
word-cord 558 0 598 0
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Aloud condition Silent condition

Prime type Latency Errors Latency Errors

High frequency irregular

Related
move-cove 679 21 608 0
blood-brood 685 21 668 43
most-frost 570 14 541 0
done-hone 761 50 665 43
give-dive 619 21 536 0
have-cave 545 7 561 0
some-dome 641 14 566 43
put-nut 522 0 521 0

Unrelated
mind-chat 549 0 587 0
lose-rant 580 0 595 0
son-wind 569 7 526 28
gross-don 564 0 574 7
want-lone 591 7 529 0
none-floss 596 0 595 0
word-hose 669 7 590 14
what-cord 548 7 537 0
blood-cove 617 0 695 0
done-brood 624 50 590 21
move-frost 520 0 592 0
give-hone 746 28 590 21
most-dive 493 0 519 0
some-cave 522 0 516 0
put-dome 579 0 610 7
have-nut 461 0 488 0

High frequency regular

Related
need-weed 494 0 528 0
help-kelp 547 0 612 0
tell-bell 473 0 496 0
size-prize 506 0 530 0
mass-lass 477 0 526 0
thin-chin 520 0 560 0
base-chase 519 7 519 0
site-kite 493 0 525 0
boy-toy 514 0 500 0
feet-beet 536 0 553 7
man-tan 500 0 527 7
ship-chip 557 0 620 0
back-sack 567 0 547 0
gun-bun 520 0 543 0
park-bark 500 0 543 0
chair-stair 562 0 577 0

Unrelated
help-weed 510 0 523 21
need-kelp 639 0 671 0
mass-bell 632 14 524 0
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Aloud condition Silent condition

Prime type Latency Errors Latency Errors

High frequency regular

Unrelated
tell-prize 536 0 540 0
size-lass 546 0 539 0
base-chin 555 14 553 0
site-chase 529 0 569 0
thin-kite 537 0 530 0
feet-toy 492 0 498 0
gun-beet 544 0 579 0
boy-tan 536 0 523 7
back-chip 481 0 493 7
man-sack 542 0 578 7
ship-bun 479 0 531 0
chair-bark 505 0 537 0
park-stair 552 0 579 0

Low frequency irregular

Related
deaf-leaf 521 0 519 0
tomb-bomb 575 7 567 7
wart-mart 524 0 605 0
sew-dew 635 7 575 0
said-raid 655 21 621 0
soot-loot 538 57 557 7
wand-sand 536 0 499 0
quoth-broth 635 0 611 7
quart-chart 586 7 577 0
squash-thrash 658 36 685 14
wash-mash 534 7 541 7
wear-sear 723 7 729 43
caste-paste 591 43 650 7
worse-morse 698 7 617 21
doll-toll 651 14 587 36
vein-stein 756 64 676 71

Unrelated
soot-leaf 534 50 538 7
deaf-bomb 564 0 557 14
said-mart 557 0 540 0
wart-dew 552 7 571 0
dew-raid 578 14 553 0
quoth-loot 610 14 558 7
tomb-sand 533 28 536 14
wand-broth 623 0 599 7
squash-chart 546 7 541 0
quart-thrash 627 0 631 7
wear-mash 495 0 509 0
vein-sear 594 7 674 21
worse-paste 570 7 564 0
wash-morse 575 0 582 14
caste-toll 577 28 522 21
doll-stein 688 57 634 43
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Aloud condition Silent condition

Prime type Latency Errors Latency Errors

Low frequency regular

Related
sled-fled 563 0 612 0
claw-flaw 563 0 553 0
bib-rib 519 0 539 0
noose-moose 516 7 519 0
bug-tug 517 0 519 0
tent-dent 488 0 538 0
tail-nail 496 0 511 0
beer-deer 485 0 557 0
couch-pouch 536 7 550 0
sting-cling 541 0 608 0
log-hog 492 0 482 0
pig-dig 507 0 554 7
loom-doom 529 0 550 0
lamp-damp 497 7 580 7
nest-pest 540 7 535 0
cane-pane 568 0 510 7
Unrelated

tail-fled 627 0 574 7
noose-flaw 589 21 568 0
bug-rib 543 7 557 0
claw-moose 564 0 544 7
sled-tug 542 0 523 0
beer-dent 545 0 585 0
tent-nail 506 14 554 0
bib-deer 527 0 597 7
sting-pouch 537 0 565 0
loom-cling 564 0 565 7
nest-hog 482 0 507 0
log-dig 481 0 532 0
pig-doom 556 7 550 7
couch-damp 489 7 509 0
cane-pest 526 0 532 0
lamp-pane 562 0 536 0
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Experiment 3:Stimuli and Item Means for Naming Latencies and Error Percentages

Aloud condition

Silent condition

Prime type Latency Errors Latency Errors
“Regular” formally similar
Related
tile-bile 569 0 603 0
liar-briar 666 0 695 0
staff-chaff 619 9 678 27
perk-clerk 568 0 471 0
goal-coal 582 0 578 0
moon-coon 628 11 540 0
cope-dope 526 0 508 0
cream-dream 555 0 555 0
tame-fame 522 0 604 9
cries-flies 533 18 527 9
moat-gloat 582 0 598 0
thief-grief 587 0 554 0
mate-hate 510 0 544 0
fire-hire 523 0 515 0
cane-mane 507 0 507 0
beat-meat 551 0 565 0
hole-mole 503 0 516 0
boor-moor 560 0 509 18
goose-moose 509 22 481 0
noise-poise 676 0 490 9
nude-rude 512 0 499 0
tale-sale 516 0 583 0
stew-spew 517 20 747 45
lacks-tacks 570 0 570 0
wall-tall 490 9 513 0
bird-third 564 0 559 0
first-thirst 541 0 626 0
light-tight 539 0 587 0
rough-tough 542 0 479 0
wine-vine 567 0 623 0
made-wade 567 0 563 0
field-yield 525 0 488 0
Unrelated

tame-bile 598 0 564 0
light-briar 739 0 599 27
tale-chaff 899 33 579 36
moon-clerk 592 0 588 0
mate-coal 539 0 555 0
perk-coon 535 11 559 0
fire-dope 540 0 596 0
moat-dream 544 0 544 0
bird-fame 543 0 530 9
goal-flies 541 18 545 0
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Aloud condition Silent condition

Prime type Latency Errors Latency Errors

“Regular” formally similar

Unrelated
noise-gloat 658 0 601 0
tile-grief 591 0 504 0
wine-hate 543 9 511 0
cope-hire 531 0 603 9
wall-mane 553 9 553 9
first-meat 501 0 474 0
cries-mole 513 0 533 0
rough-moor 548 0 629 0
nude-moose 641 0 589 0
goose-poise 556 0 655 0
cream-rude 569 0 608 0
vein-sale 553 0 537 0
thief-spew 600 30 629 18
made-tacks 604 0 533 0
lacks-tall 569 0 455 0
hole-third 543 0 573 0
stew-thirst 563 0 521 0
liar-tight 576 0 526 0
field-tough 642 10 624 0
beat-vine 585 0 546 0
staff-wade 546 0 512 0
boor-yield 601 0 547 0
“Irregular” formally similar
Related

warn-barn 598 0 502 0
dead-bead 731 36 746 9
heard-beard 684 9 596 10
tomb-bomb 608 11 612 0
blood-brood 746 45 776 27
quart-chart 550 0 510 0
what-chat 545 10 558 0
word-cord 569 0 634 0
wear-dear 601 0 651 0
sew-dew 623 0 645 0
some-dome 626 27 609 9
break-freak 623 9 582 0
most-frost 563 0 577 0
sown-frown 668 22 558 0
lose-hose 625 0 569 0
deaf-leaf 620 27 585 0
none-lone 560 0 692 0
soot-loot 758 0 589 0
worse-morse 758 0 617 10
worm-norm 546 0 521 0
caste-paste 629 0 596 0
low-plow 588 18 572 0
said-raid 596 9 603 0
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Aloud condition

Silent condition

Prime type Latency Errors Latency Errors
“Irregular” formally similar

Related
wand-sand 540 10 525 0
four-sour 570 0 529 0
squash-thrash 705 0 589 9
shoe-toe 574 0 465 0
wool-tool 555 0 518 0

Unrelated
worm-barn 565 0 629 0
four-bead 698 0 638 18
worse-beard 553 9 584 0
sew-bomb 574 0 515 0
most-brood 548 30 600 36
wear-chart 548 9 527 9
blood-chat 585 0 549 0
deaf-cord 586 0 512 0
break-dear 552 0 545 9
said-dew 568 0 561 0
heard-dome 541 9 545 0
wand-freak 574 0 613 0
what-frost 544 0 532 0
warn-frown 651 0 643 0
squash-hose 570 10 662 0
tomb-leaf 562 0 470 0
word-lone 568 9 525 0
none-loot 515 0 468 0
caste-morse 597 0 574 0
lose-norm 574 0 603 0
some-paste 582 0 530 0
quart-plow 586 10 635 0
soot-raid 675 0 530 0
dead-sand 521 0 615 9
low-sour 522 10 572 0
wool-thrash 680 0 652 0
sown-toe 577 0 617 0
shoe-tool 578 0 559 0

“Regular” formally dissimilar

Related
aisle-bile 584 0 628 0
buyer-briar 655 9 581 9
graph-chaff 758 0 756 20
quirk-clerk 596 10 546 0
bowl-coal 624 0 537 0
tune-coon 605 0 562 0
soap-dope 544 0 488 9
maim-fame 594 0 550 0
guys-flies 635 9 604 0
note-gloat 578 0 533 18
beef-grief 561 0 606 0
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Aloud condition Silent condition

Prime type Latency Errors Latency Errors

“Regular” formally dissimilar

Related
eight-hate 562 0 540 0
choir-hire 573 0 612 0
vein-mane 577 0 568 0
suite-meat 569 0 506 0
soul-mole 484 0 487 0
lure-moor 620 33 556 0
juice-moose 518 0 551 0
toys-poise 607 0 595 0
lewd-rude 495 0 554 0
veil-sale 595 0 628 0
flu-spew 685 18 575 9
axe-tacks 642 10 647 9
maul-tall 604 0 600 0
nerd-third 624 9 561 0
worst-thirst 513 0 518 0
quite-tight 570 0 480 0
cuff-tough 621 0 541 0
sign-vine 563 0 529 0
suede-wade 520 0 554 0
sealed-yield 558 0 590 0
Unrelated

sign-bile 512 0 541 0
quite-briar 660 0 709 9
veil-chaff 717 13 557 18
guys-clerk 607 9 526 0
nerd-coal 681 18 685 0
soap-coon 621 10 594 0
soul-dope 558 0 646 9
note-dream 504 0 474 0
eight-fame 550 0 564 0
bowl-flies 598 11 696 27
toys-gloat 580 0 501 0
buyer-grief 566 0 586 0
axe-hate 537 0 481 0
quirk-hire 543 0 594 0
graph-mane 558 9 511 0
worst-meat 533 0 522 0
tune-mole 530 0 553 0
sealed-moor 504 0 559 0
lewd-moose 504 0 517 0
cane-poise 609 9 543 9
juice-rude 536 0 514 0
cuff-sale 566 0 508 0
beef-spew 711 30 797 11
suede-tacks 602 20 534 9
maim-tall 558 9 533 18
choir-third 614 0 703 0
flu-thirst 570 0 586 0
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Aloud condition Silent condition

Prime type Latency Errors Latency Errors

“Regular” formally dissimilar

Unrelated
aisle-tight 581 0 551 0
seem-tough 584 0 584 0
suite-vine 581 0 591 0
maul-wade 543 0 486 0
lure-yield 542 0 497 0

“Irregular” formally dissimilar

Related
horn-barn 507 0 581 0
fled-bead 710 10 558 20
curd-beard 708 9 690 0
room-bomb 525 18 607 0
mud-brood 697 18 724 18
port-chart 553 0 523 0
nut-chat 598 0 602 0
nerd-cord 532 0 500 0
care-dear 560 0 543 0
so-dew 564 0 521 0
sum-dome 597 0 636 9
make-freak 634 0 564 0
toast-frost 595 0 617 0
moan-frown 610 0 564 0
cruise-hose 581 0 606 9
chef-leaf 545 0 483 0
sun-lone 542 0 504 0
put-loot 506 0 506 0
curse-morse 657 0 624 18
germ-norm 548 0 557 0
mast-paste 646 0 625 0
dough-plow 563 9 590 0
bled-raid 571 0 555 9
bond-sand 521 0 520 0
bore-sour 552 18 530 0
posh-thrash 643 20 666 0
glue-toe 541 0 563 0
bull-tool 553 0 557 0

Unrelated
germ-barn 494 0 523 0
port-bead 671 22 650 0
curse-beard 702 9 619 9
chef-bomb 548 0 586 0
toast-brood 686 18 657 27
bond-chart 619 9 636 0
mast-chat 582 0 548 0
so-cord 601 9 539 0
make-dear 556 0 608 0
bled-dew 570 0 646 0
curd-dome 542 9 511 0
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Aloud condition Silent condition

Prime type Latency Errors Latency Errors

“Irregular” formally dissimilar

Unrelated
care-freak 593 0 650 0
mud-frost 583 0 542 0
horn-frown 585 0 578 0
moan-hose 629 10 560 0
room-leaf 508 0 574 0
nerd-lone 551 0 558 0
sun-loot 519 0 563 0
nut-morse 626 0 512 0
cruise-norm 536 0 543 0
sum-paste 550 0 506 0
bore-plow 636 0 729 27
put-raid 542 0 605 0
fled-sand 594 0 645 0
dough-sour 697 0 619 0
bull-thrash 646 0 630 0
posh-toe 540 0 498 0
glue-tool 525 0 542 0
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