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Overview of Tutorial:

1. What is Parafac (and why)?

2. Intro to Parafac’s Variants, Relatives

3. Brief introduction to (issues in) Parafac
data analysis



1. What is Parafac (and why)?

[ (&) A note on “Models” vs. “Decompositions” |
(b) “Parallel Proportional Profiles”— the initial idea,;

(c) The basic model and decomposition — a different
rationale for each

(d) Outer products (and tensors) as widely useful models
of empirical interactions.

(e) The extreme simplicity of Parafac



A note on the distinction between
“Model” and “Decomposition”

Until the first Tensor Decomposition Workshop (Palo Alto, 2004),
| often used the term “model” indiscriminately -- for either
() a scientific/statistical model of the structure in an array, or
(i) a decomposition of an array according to mathematical
rules. (And some of my colleagues used it to mean simply (iii)
an “approximation” of an array.)

Now that | have acquired further colleagues and friends through
these workshops, some of whom are concerned with
decompositions per se, | can see why it is both important and
Illuminating to more carefully make this distinction. Parts of
this tutorial illustrate this. First, though, let’s clarify the
difference in meaning.



Parafac is sometimes used as a model and
sometimes as a decomposition. It can be
helpful to understand the difference.

A (scientific) model differs from a (mathematical)
decomposition In:

purpose
mathematical form
Interpretation



1. They differ in purpose of representation:

A good model is a structural description that is scientifically
Informative (reveals unknown empirically generated
patterns and/or measures known patterns) and might be
useful for empirical assessment of the pattern-generating
processes.

A good decomposition is a structural description that is
mathematically informative (reveals important
mathematical properties and/or re-expresses a complex
object as a product of simpler ones) and might be useful
for mathematical manipulation of the object.



2. They differ in structural form:

A model usually consists of two parts, one that is
“structural” -- an algebraic expression describing
the modeled pattern(s) — and one that is
“stochastic” -- usually a single symbol
representing the residuals or unmodeled
variation. Their sum equals the array.

A decomposition usually consists of a single algebraic
expression (e.g., a matrix product or sum of
several products of the same form) that exactly
equals the array.
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3. They differ in interpretation:

A model is often interpreted by identifying the
causal or logical sources of the patterns
reflected In the structural part while the high
rank residual matrix is interpreted as reflecting
the contributions of “noise” or other errors of fit -
- or as not-yet-modeled variation.

A decomposition is interpreted in terms of the
mathematical properties of its parts and their
relations, and what they reveal about the array.
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There Is a scientific basis for the
mathematical structure of a model:

Scientific (causal) model of a source process --> its
expected kind of patterned influences on measurements

Expected kinds of patterns --> a pattern filter or “structural
model” that can detect, extract, and measure such patterns

Applied to specific data --> reveals particular patterns

Interpretation of the particular patterns --> particular kinds
or amounts of causal source activity that produced them

Observation of this source activity in this measurement

context --> Dbroader theoretical/practical implications
12



Example of a model:
chemical-specific spectral patterns

In scientific factor model the structural part

represents t
contributed
source. Eac

ne sum of a few patterns, each
oy an individual physical/empirical
n of these pattern is assumed to

have a particular mathematical form, specified
by the model family. For factor-analysis models,
each pattern usually has rank-1 outer-product

form.
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Example of a decomposition:
Singular Value Decomposition

A svd decomposition exactly represents the entire
matrix by a single matrix expression (X =suVv’),
various aspects of this expression reveal things
about the decomposed matrix, such as rank,
relative sizes of components etc.

It facilitates manipulation of the represented object
by replacing it with orthogonal or diagonal
matrixes, which are often easier to work with.
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In MDS (Multidimensional Scaling) the Three-way
Decomposition and Three-way Model are
distinct:

Carroll and Chang (1970)

CANDECOMP =

A trilinear Canonical Decomposition equivalent
to the Parafac Decomposition

INDSCAL =

An Individual Differences Scaling model for
judgments of similarity/dissimilarity among a
set of stimuli, with the following form:
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INDSCAL model

subjective distance between stimulus 1 and j for person k

2 2
\/ Wi, + Wedj, +e-

2 2
\/ Wkl(xil_le) T sz(xiz_sz) L
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Parafac is both the name of a decomposition
and the name of a model.

1. Parafac as a model

Parafac was developed as a generalization of the factor
analysis model for two-way data, where each factor
represents a pattern due to a distinct influence on the
data. The model describes contributions of R factors plus
error.

The model’s purpose is to provide valid approximations of
the original source patterns that generated the systematic
part of the data, whether or not they are mathematically
elegant .
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Parafac as both a decomposition and model:

2. Parafac as a decomposition

The (exact, full) Parafac decomposition of an array has many
of the same properties as the SVD decomposition of a
matrix. It decomposes a rank-R object into R elementary
rank-1 parts.

In some numerical experiments (e.g., reported in the 1970
monograph) Parafac was studied as a decomposition of
arrays that had less than maximum rank. For example,
12x10x8 arrays with rank 3. This was done to simulate
decomposition of the systematic (latent structure) part of
real data, which usually has low rank compared to the

maximum rank possible given the size of the dataset. "



1. What is Parafac (and why)?

[ (@) A note on “Models” vs. “Decompositions” |
(b) “Parallel Proportional Profiles”— the initial idea,;

(c) The basic model and decomposition — a different
rationale for each

(d) Outer products (and tensors) as widely useful models
of emperical interactions.

(e) The extreme simplicity of Parafac
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Raymond B. Cattell and Parallel Profiles article

9, HO. 4
DECEMBER, 1944

“PARALLEL, PROPORTIONAL PROFILES” AND OTHER
PRINCIPLES FOR DETERMINING THE CHOICE
OF FACTORS BY ROTATION

RayMoND B, CATTELL
DUKE UNIVERSITY

The choosing of a set of factors likely to correspond to the real
peychological unitary traits in a situation usually redoces to finding
a satisfactory rotation in & Thurstone centroid analysis, Seven prin-

mplu,ﬂlmufwhldimm,mducﬂhﬂdwhnhgrﬂuﬁmm
be determined and/or ltdw:l Itiﬂumdthatth&mmm

ﬂt&l llthtpl'mcl “pn.ral pmpurtmnll " ar

Source Traits or Mathematical Artifacts?

If factor analysis is used merely as a tool to obtain mathematical
factors, a relatively small number of which will act as efficient pre-
dictors with respect to a relatively large number of individual vari-
ables, the problems discussed in this article do not arise. Any one set
of mathematical “artifacts” is practieally as good as another for pre-
diction from any one test battery.
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Ledyard R Tucker and Three-Mode article

FATGHOMEMIC—TOL. 31, Mo, 3
EIFTRMERE, 1968

BOME MATHEMATICAL NOTES ON THREE-MODE
FACTOR ANALYRIR*

Lrpyanp R Tucsen

UNIVEESITY OF ILLINGIE

The meschel for three-mode fpetor analysis is discezsed in lerms of sewcr
kppdstabione of muthemilical peookess iI'||,:'|||||irq: & v of meadsix rrooes
termed ke Kronacker poduct amd the defimition of sombimation varinble.
Three methods of mno Lo B }'r_p-n- of extension of principel componenta
analysis are discssed. Methods 11 nnd 1T are applicabde to snalysls of dais
collind e p LI.E:I.I'IIH.III af individeds, Ao mtenson of e modol 38 de-
ecTibed in which sioe 5 made far umigque yarisnos for each sombinstion
variable when the data are eolleeted for & burge ssmple of lrdividosks,

Extension of the two-mode factor analytic modeal to thres or mors modes
of data classification has beon suggested by Tucker. Initial discussions of
thiz development appear in the monographs: Problems in Measuring Change
[8] and Contributions fo Mathemalioal Papchalogy [9]. The latter of these two
manographs @ives the buse mathematial structiore of the proposed model,
A further dsousson of the mathematical structure wos gven by Levin in
hs PhD dissertation Three-mods facler analyss [4]), Reaults of experimental
trnks of the method were reviewed by Tucker in & paper read at the 1964
Invitationsl Conference on Testing Problems [10), Bince the Tucker and Levin




Raymond B. Cattell and Parallel Profiles article

9, HO. 4
DECEMBER, 1944
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PRINCIPLES FOR DETERMINING THE CHOICE
OF FACTORS BY ROTATION

RayMoND B, CATTELL
DUKE UNIVERSITY

The choosing of a set of factors likely to correspond to the real
peychological unitary traits in a situation usually redoces to finding
a satisfactory rotation in & Thurstone centroid analysis, Seven prin-

mphl,ﬂlmufwhldimm,mdﬂcﬂhﬂdwhnhgrmﬁmm

MMMM m:lzad It-iuarmdﬂmt most funda-

men in prinei of “parallel proportionel profiles” or

“gimultanecus simple structure.” A mathematical proof of the

uniqueness of determination by thizs means ia and equa-
ATE Su unique position

Source Traits or Mathematical Artifacts?

If factor analysis is used merely as a tool to obtain mathematical
factors, a relatively small number of which will act as efficient pre-
dictors with respect to a relatively large number of individual vari-
ables, the problems discussed in this article do not arise. Any one set
of mathematical “artifacts” is practically as good as another for pre-
diction from any one test battery.
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Cattell’s Proposal: Find the rotation that
reveals “Parallel Proportional Profiles” for
a factor’s loadings in 2 datasets

How to solve the “rotation problem”: obtain two
datasets with the same underlying factors but
differing in their relative impact of variance
contributed.

Rotate factors extracted from both of them until
you find, for each dataset, a rotational position In
which each factor shows up in both but with
different but proportional loadings.

23



However, there were serious problems:

(1) The method won’t work for correlation matrices.
They destroy the proportional effect of factor-size
changes because they rescale each variable In
each of the two matrices to unit variance.

(2)

While proportional changes are preserved if the
two factor analyses are based on uniformly

scaled covariances, it stil
(19687?) showed that the
covariance matrices wou
after all!

won't work. Meredith
PP solution for two

d actually not be unique

24



Is Cattell’s “Principle of Proportional
Profiles” fatally flawed?

It seemed so.

But Meredith’s mathematical formulation of PP only required
proportional changes of factor loadings in one mode:
variables. By allowing the factor axis angles to vary across
solutions, it in effect allowed nonproportional variation in the
other mode (factor scores).

Later work (on Parafac2 and Paratuck) showed that requiring
the same angles between factors (in three solutions) could
make the covariance factor axes unique.

25



An alternative approach:

My relatively modest contribution was to modify the
application of Cattell's basic idea in two ways:

(1) From comparing two factor analyses to doing a single
factor analysis of three-way data.

(2) From analyzing correlations/covariances to direct
analysis of the observations themselves.

It was first tested with synthetic data, and it worked!

| was lucky that it also worked with the first real datasets on
which it was tried. (But only after some basic questions in
data preprocessing were solved.) 26



he utter simplicity of turning a standard two-
way factor model (as stated for ‘raw data’) into a
Proportional Profiles three-way model.

R

Xij = Z airbjr €

=

r= 27



The standard two-way model in graphical form

[
+
+

rank-1 rank-1
outer product outer product
matrix matrix
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The three-way Parallel Factor model in graphical form

Z LSS

+ +

X = a,®b&®c, + a,®b,&®c, + E
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Data array = rank-1 factor contributions plus error
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A single Parafac component is a rank-1 array.
This is a logical choice for the basic unit of a
decomposition: it has the simplest possible pattern.

In a rank-1 (or outer product)
array, the same single pattern
IS repeated over and over for
all fibers of a given orientation;
It is simply stepped up or down
In size (or reversed in sign)
from one fiber to the next




The rank-1 array plays a natural role
In both the model and the decomposition

For the model, it is an empirically natural form of variation

In the influence of a single cause across levels of the
array. A single influence will produce an outer product
pattern of variation whenever the impact of its
Influence varies proportionally across levels of each
mode, so that the influence on a single cell is the
product of its influence on that level of Mode A, times
Its influence on that level of Mode B etc. (This point
will arise in each of my subsequent talks and has great
significance because it is a key reason that our tensor
applications can be so scientifically useful.)

32
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Four ways to write It

First, four ways to write the standard factor
analysis (bilinear) model

Then, for each, how to modify It to represent
the Parafac (trilinear) model

33



Again, to guide our intuition,
here Is the standard two-way model
first in graphical form

X = ab +a,b, + E

34



The standard bilinear model (Factor Analysis and PCA)

Scalar form Z a,rbjr + €

Matrix form X AB'+E

Tensor product form X

ZR: a®b + E
=1

Array Index Notation X, =AgBs+E, .



The trilinear Parallel Factor model in graphical form

Z LSS

X = a,®b®c, + a,®b,®c, + E
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The trilinear or three-way Parallel Factor generalization

Scalar form Zalr it C,, -|-eijk
Matrix form X, = AD,B'+E,

R
Tensor product form X = Z ar® br®(:Ir +E

Array Index Notation X, = AgBr Crrx =



The trilinear or three-way Parallel Factor generalization

Scalar form Zalr jI’Ckr + e ik
Maitrix form X, = AD,B'+E,

R
Tensor product form X = Z a®b &®c +E

Array Index Notation XL]K — A|R BJR CKR T EszK



The trilinear Parallel Factor model in graphical form

Z LSS

X = a,®b®c, + a,®b,®c, + E
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The trilinear Parallel Factor model in graphical form
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1. What is Parafac (and why)? (cont.)
(e) Uniqueness --

(a) Why and when (necessary conditions for
uniqueness)

(b) Partial unigueness and alternative unique
sols (e.g., if too few factors extracted)

(c) Surface vs. deep unigueness -- don’t
confuse them!

(d) Artificial uniqueness due to interaction of true
structure with proportional error

41



1. What is Parafac (and why)? (cont.)

(f) Limitations and Drawbacks of the strong model:
reduced generality (compared to Tucker)
specific factor variation requirements

degenerate solutions

42



2. Selected Data Analysis Issues with
Parafac: Before-analysis

(a) Appropriateness of model (e.qg., is outer-product structure
plausible, is there system vs. object variation, likelihood of
substantial Tucker variation — factor axis angle changes. )

(b) What kind of preprocessing (centering, standardization) is
needed; tensor models require "ratio scale” data

(c) How will you estimate the number of factors?
(d) How will you assess convergence (of fit vs. of “rotation”)
(e) Will conditions for deep uniqueness be fulfilled?

(f) ... Otherissues, see e.g. Bro book (downloadable), Smilde, Bro

and Giladi book (buyable on line)
43



2. Selected Data Analysis Issues with
Parafac: After-analysis

Quality assessment and analysis problem diagnostics —

Can do Reliability assessment by split half, jack-knifing, leave-one-out,
etc.

Can compute confidence bounds around loadings and do significance
tests by modern “computer intensive” methods such as
randomization and permutation tests, etc.

Is there statistically significant and analutically adequate system
variation? Do a randomization test!

Checking error type (uniform variance vs proportional variance vs log-
normal or other exponential variance, etc.)

If nonuniform, check influence of outliers, consider using weighted
least squares estimation (available in “n—way toolbox” version of
Parafac). 44



2. Selected Data Analysis Issues with
Parafac: further questions include

Is amount of Tucker variation small enough? (pros and cons of
Corcondia), alternative tests under development

Is there reason to suspect weak degeneracy — shearing of solution
space because a solution is mildly contaminated by Tucker
variation --in a mild swamp... (e.g., Stanley analysis of “emotion
space” showed a mild distortion with some choices of centering or
standardization)

Broader questions of validity:  Scientific judgment of meaningfulness
of factors; making testible predictions that depend on solutions
results; looking for convergent replication in different

circumstances. 45



2. Selected Data Analysis Issues with
Parafac: Degenerate Solutions

There are three kinds of degeneracy:.
Temporary (passing through a swamp),
Bounded but permanent (solution is located in a swamp)

Unbounded (solution is divergent because no optimum solution
exists, the fit of every solution can be improved by increasing
shear and making it more degenerate)

The cause of degeneracy is Tucker variation.

Currently, the best “cure” known is to impose constraints on the
parameters, typically either a positivity constraint on all loadings, or
a factor-independence constraint (zero-correlation among factors)

on loadings for one mode
46



For a subsequent talk...

3. Parafac’s Variants and Relatives:

Variants: Indirect-fit Parafac, Parafac2,
Paratuck, Paralind,

Relatives: (Tucker T3, T3), DEDICOM, Shifted
Factor Analysis

Faux Amis / Nemesis: arrays that are not
tensors (e.g., simplex structures ).

a7



Introduction to Tucker’'s model

Xijk = ZZZairbjkatgrst
r s t

 \What kind of variation does this allow?

48



Review:”
Variations across slices of an array

Two kinds of variation can occur, alone or in combination: a)
variations in the length of factor axes or basis vectors (which
can be represented by Parafac and the Tucker models),
and/or b) variations in their skew or orientation relative to the
points (which can be represented by the Tucker models).

In psychology, for example, changes in factor length would
correspond to increases or decreases in psychological
Importance or impact of a given dimension, whereas changes
In orientation would correspond to changes In “character” o
“overtones of meaning” of a dimension.

Next 2 slides illustrate how the models represent the two
types of variation
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Picture of Parafac variation: axis
reweighting only for 2 factors X and Y

Base Space: A Xwt=0.8, Ywt=1.3
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Picture of “Tucker-variation”:
axis weight plus skew variation for 2 factors”

Base Space: A
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Enough for now...

Thank you.
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