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Abstract

The masked translation priming effect was examined in Chinese-English bilinguals using lex-
ical decision and semantic categorization tasks in an effort to understand why the two tasks
seem to produce different patterns of results. A machine-learning approach was used to assess
the participant-based factors that contribute to the sizes of translation priming effects in these
tasks. As expected, the participant-based factors that predicted translation priming effects did
vary across tasks. Priming effects in lexical decision were associated with higher self-rated lis-
tening, reading, and writing abilities in English. Priming effects in semantic categorization
were associated with more frequent use of English in daily life, spoken English proficiency,
and self-rated listening proficiency in English. These results are discussed within the
framework of Multilink, the logic of which is then expanded in an attempt to account for
these task differences.

Introduction

Questions of how the bilingual mental lexicon is organized are frequently addressed using data
from the masked translation priming paradigm. In this paradigm, a prime is briefly presented
(e.g., for 50 ms) in one language, and is sandwiched between a forward mask (e.g., #####) and
a target, which is either a translation equivalent of the prime (e.g., [E -KING), or is unrelated
to the prime (Jf-KING). The participant must then make a decision based on the target,
typically either a word-nonword decision or a semantic categorization decision. If the two
language representations are interconnected within lexical and semantic memory, translation
equivalent primes should preactivate lexical and semantic information about the target,
making decisions to the target faster than when such information is not preactivated.

One of the most well-replicated findings using this paradigm is the translation priming
asymmetry in the lexical decision task (LDT). When the prime is presented in the participant’s
first language (L1) and the target is presented in the participant’s second language (L2),
significant facilitation is typically observed (e.g., de Groot & Nas, 1991). When the prime is
presented in L2 and the target in L1, however, the translation priming effect is less reliable,
with numerous studies finding null effects when the prime and target are noncognates (e.g.,
Chen, Zhou, Gao & Dunlap, 2014; Finkbeiner, Forster, Nicol & Nakamura, 2004; Gollan,
Forster & Frost, 1997; Grainger & Frenck-Mestre, 1998; Jiang, 1999; Jiang & Forster, 2001;
however, see Nakayama, Ida & Lupker, 2016). However, subsequent research has shown
that this asymmetry is somewhat task-specific, as the semantic categorization task (SCT;
e.g., Finkbeiner et al., 2004) typically shows significant L2-L1 translation priming effects (how-
ever, see Xia & Andrews, 2015, Experiment 2A, for an instance where the asymmetry arises
even in an SCT). Further, the L2-L1 translation priming effect can be sensitive to the L2 pro-
ficiency of participants, in that L2-L1 translation priming effects can be produced in LDTs
when the participants are highly proficient bilinguals (e.g., Nakayama et al., 2016; however,
see Dimitropoulou, Dunabeitia & Carreiras, 2011).

Any model that would propose to provide an accurate description of bilingual language
processing needs to account for these findings, and the debate over the theoretical mechanism
responsible for producing the asymmetry remains unresolved. The model most frequently
cited when discussing masked translation priming research is the bilingual interactive activa-
tion plus model (BIA+; Dijkstra & van Heuven, 2002). This model operates on the idea that
language representations have different resting-level activations (RLAs). Because bilinguals are
typically more proficient in their L1 than their L2, L1 representations are assumed to have
higher RLAs than L2 representations. Consequently, L1 representations require less time to
become activated than L2 representations, making L1 words more effective masked primes
than L2 words. Critically, the BIA+ model assumes that the RLAs of L2 representations
increase as a function of the frequency of L2 use, and, hence, the L2 proficiency of the bilin-
gual. These assumptions provide a plausible explanation of why priming in the L2-L1 direction
is often null, but can emerge for highly proficient bilinguals in the LDT.
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Recently, Dijkstra et al. (2019) have developed Multilink, a
localist-connectionist model of the bilingual language processing
system, which combines characteristics of the BIA+ model with
characteristics of prior models, such as the revised hierarchical
model (RHM; Kroll & Stewart, 1994; Kroll & Tokowicz, 2001)
and WEAVER++ (Roelofs, 2008), to provide an implemented
account of the processes involved in bilingual word recognition
and production. Multilink has several prominent features that
allow it to simulate data from a number of bilingualism ex-
periments. Multilink uses a layered network architecture, which
contains bidirectionally connected units representing the orthog-
raphy, phonology, semantics, and language membership of words.
During the process of visual word recognition, a written input
activates lexical-orthographic representations, which, in turn, acti-
vate semantic and phonological representations, as well as a lan-
guage node, which denotes the language membership of the
input. Because Multilink is an interactive model with bidirectional
connections between different layers of units, Multilink assumes
that the activation of units in one layer can influence and be influ-
enced by the activation of units in the other layers. Within this
architecture, words from both languages are represented in an
integrated lexicon and, hence, words in both the target and non-
target languages automatically become activated. As with the BIA+
model, Multilink also assumes that representations have different
RLAs, which are determined by factors such as the frequency of
word usage in each language. Multilink accounts for differences
in RLAs for unbalanced bilinguals, for example, by assuming
that the word usage frequency in the nondominant language
would only be a fraction of the word usage frequency in a
bilingual’s dominant language. Therefore, for unbalanced
Dutch-English bilinguals, an English word with an objective
frequency of 100 occurrences per million words (opm) may
have the same RLA as a Dutch word with a frequency of 25 opm.

Finally, consistent with the BIA+ model (Dijkstra & van Heuven,
2002), Multilink (Dijkstra et al., 2019) contains a task/decision sub-
system that specifies the appropriate response, which depends on
task context and the stimulus. Unlike the BIA+, however,
Multilink has been designed to produce computational simulations
of data, and has been used to simulate data from tasks such as word
translation, lexical decision, and naming with Dutch-English bilin-
guals. Multilink assumes that task-specific effects arise because the
representations that decision-making is based on vary between
tasks. The component of the system responsible for producing
such differences is the task/decision subsystem, which selects par-
ticular representations to be used for output, sets parameters, and
specifies the responses depending on the nature of the task and
the stimulus list. Depending on the task context, the system may
base responses on language membership of the targets, or the degree
of orthographic, phonological, or semantic activation. For example,
in a visual LDT, a word decision is assumed to occur when
lexical-orthographic representations within the model reach a crit-
ical threshold. In naming tasks, responses are assumed to occur
when phonological representations of the target language surpass
a critical threshold. It is plausible that this same task/decision system
can also account for semantic categorization by assuming that
responses in an SCT are made when the relevant components of
the semantic representations of the target word surpass a critical
threshold. Through these assumptions, Multilink models bilingual
word recognition and production processes using a common under-
lying network of orthographic, phonological, semantic and language
codes, while also accounting for differences that arise in language
processing due to the use of different tasks.
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The present research

The primary focus of the present research was investigating why
the translation priming effect pattern differs as a function of the
task, with an eye toward determining whether these task differ-
ences can be understood within the framework of Multilink
(Dijkstra et al., 2019). Based on the assumptions of Multilink,
one plausible explanation for why different tasks produce differ-
ent priming patterns with the same participants would be that
the underlying word processing system emphasizes different
sources of information in lexical decision and semantic categor-
ization, sources that play out differently in many individuals.

Multilink (Dijkstra et al., 2019) could account for the effects of
translation primes by assuming that the presentation of the prime
influences the activity of orthographic, phonological, and seman-
tic representations for both the prime and its translation equiva-
lent. The effectiveness of a prime, according to the Multilink
account, would be determined by whether the prime can suffi-
ciently increase the activation of these representations in its trans-
lation equivalent. If the prime can sufficiently activate the
representations of the translation equivalent, the amount of
time needed for those representations to surpass their critical acti-
vation threshold when the translation equivalent is presented as a
target would be reduced. In this model, the influence of the prime
can be different for different target representations, with the
amount of priming being a function of how strongly the prime
has activated the representation relevant to the task. In an LDT,
for example, the lexical-orthographic representations would be
used by the task/decision system to make word/nonword deci-
sions, and the effectiveness of the prime in this task would be
mainly determined by how the prime influences the accumulation
of activation in this layer.

Due to the interactive nature of Multilink (Dijkstra et al.,
2019), a second source of influence that the prime may have
over responses stems from how the prime excites the representa-
tions of other layers of the model, which can influence the activity
of the critical layer via the bidirectional connections that connect
the semantic, phonological, and orthographic representations. For
these reasons, Multilink can account for the differences one
obtains with cognate versus noncognate translation primes.
Because cognates overlap orthographically (i.e., when the lan-
guages use the same script), semantically, and phonologically, a
cognate translation prime produces a significant increase in the
activation of target representations, and allows activation to sur-
pass the critical threshold faster once the target is presented.
For noncognate translation primes, however, these primes only
overlap semantically with the target. While this semantic overlap
between the prime and target may be quite important in
SCTs, such primes have a weaker effect on the activity of
lexical-orthographic representations. As a result, the prime does
not provide much assistance in allowing lexical-orthographic
representations to surpass the critical threshold needed to make
a lexical decision.

It should be noted that this explanation of cognate priming
does not account for the possibility of lateral inhibition occurring
during priming, as Dijkstra et al. (2019) did not run simulations
using the lateral inhibition parameter settings. Other evidence
suggests that cognate translation priming effects co-occur with a
small orthographic inhibition effect when languages that have
the same script are used (e.g., Dijkstra, Hilberink-Schulpen &
van Heuven, 2010; Dijkstra, Miwa, Brummelhuis, Sappelli &
Baayen, 2010). Thus, there may be other differences between
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cognate and noncognate translation priming. However, this
particular issue is beyond the scope of the present research.

The influence of the prime should also be affected by the pro-
ficiency of the bilingual. As discussed previously, Multilink
(Dijkstra et al., 2019) models proficiency effects by assuming that
proficiency in a language impacts the RLA of the language’s
word representations with the crucial factor being how frequently
those representations are activated by the bilingual. Becoming
more proficient in an L2 requires that the bilingual’s L2 representa-
tions be accessed more frequently. As a result, word representations
for more proficient bilinguals are assumed to have higher RLAs,
and require a shorter period of time for their activity to surpass
the critical threshold needed for a decision. Thus, L2 primes are
more effective at influencing the activation of the target and redu-
cing the time needed for activation to reach a critical threshold.

Because the source of information prioritized by the word pro-
cessing system varies by task, factors affecting these respective
domains may exert differing levels of influence on translation
priming in each task. This idea leads to a number of general
expectations. First, if decisions are based on the activity of
lexical-orthographic representations surpassing a critical thresh-
old, translation priming in LDTs will be more impacted by how
the prime influences the activity of the orthographic representa-
tions of the target than translation priming in SCTs. This account
may explain why noncognate L2-L1 translation priming is more
difficult to obtain in an LDT than in an SCT (e.g., Finkbeiner
et al., 2004; Grainger & Frenck-Mestre, 1998; however, see Xia
& Andrews, 2015). It may also explain why the absence of
L2-L1 translation priming in LDTs is primarily seen when the
bilingual’s L1 and L2 have different scripts. That is, in contexts
with no prime-target orthographic overlap, the utility of the
prime in LDTs can be limited because it does not strongly affect
the orthographic representations needed for processing the target.
Essentially, in LDTs, it is only bilinguals with strong L2 ortho-
graphic knowledge (i.e., who are skilled readers and writers in
the priming language) that would be expected to show priming.

In contrast, in SCTs, because categorization decisions are
based on the activity of semantic representations, factors relating
to semantic coding may play a larger role in translation priming.
One factor that appears to capture the semantic development of a
bilingual’s L2 is the degree of cultural immersion, as research has
shown that cultural immersion has effects on the conceptual
representations of bilinguals above and beyond their L2 profi-
ciency. For example, Malt and Sloman (2003) studied the effects
of cultural immersion on L2 conceptual development by having
English L2 learners provide typicality ratings for objects in
English. Malt and Sloman found that participants immersed in
an English-dominant cultural environment had typicality ratings
consistent with those provided by native English speakers.
Cultural immersion was, in fact, a better predictor of native-like
ratings than formal instruction, and it may be an important factor
in producing priming in the SCT. Note also that, although cul-
tural immersion has typically been approximated by the number
of years the learner has been living in an L2-dominant environ-
ment, this measure may be a poor approximation of cultural
immersion, because it ignores the fact that much of that time
may have been spent among others from the individual’s original
culture. Therefore, asking about the extent to which L2 learners
use their L2 in real-world social interactions was used in this
research as a stronger proxy measure.

To investigate these types of ideas, the present research exam-
ined whether L2-L1 translation priming in the two tasks might be
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based on the use of different types of L2-based skills (e.g., reading,
writing, speaking, listening), and behaviors (e.g., use of L2 as
compared to L1 by participants in social interaction and daily
functioning). Such behaviors and skills may influence the utility
of the L2 primes in LDTs versus SCTs. In addition, due to the
possibility that the impact of the prime is partly dependent on
the corresponding L1-based skills and behaviors, the influence
of those factors was also investigated.

To this end, an LDT was used in Experiment 1 and an SCT
was used in Experiment 2. Different stimuli were used in the
two tasks, as participants took part in both experiments in the
same session, with the order of tasks being counterbalanced.
The basic question is, are there a set of measures that predict
priming effects across individuals in the two tasks and, if so,
are those measures, as hypothesized, different in the two tasks?

Experiment 1
Method

Participants

One-hundred-and-three Chinese-English bilingual undergradu-
ate students (76 female, 27 male) at the University of Western
Ontario participated in the two experiments for course credit.
Participants ranged in age from 18 to 34 years old (M =19.29,
SD =1.69). Five participants were excluded from the analyses
due to not filling out their Language Experience Questionnaires
(LEQs) properly (4.85% of the total data), leaving a total of 98
participants. Of these 98 participants, 97 reported speaking
Mandarin as their native language. All of these participants
were born in Mainland China. One participant spoke Cantonese
and reported being born in Hong Kong, but indicated being able
to read simplified Chinese script. The time that the participants
had been living in Canada ranged from 0-21 years (M =2.92,
SD =3.69) at the time of testing, with the majority of participants
having spent less than five years in Canada. All participants had
normal or corrected-to-normal vision.

Stimuli

Experiment 1 involved a set of 100 word and 100 nonword
Chinese targets and 200 English word primes (e.g., bush-# %,
game-Jif%X), 100 of which were the translation equivalents of
the Chinese words and 100 of which were selected to be used
as primes for the nonwords. All word and nonword targets
were composed of two simplified Chinese characters. For the non-
word targets, while each character was a word on its own, the
combination of the two characters was not (e.g., 1)/, or “rock-
tiger”). For each participant, half the word targets were primed
by an English translation prime and half were primed by an unre-
lated prime. All translation equivalents were validated as being
accurate by a member of the lab, who was a native Chinese
speaker and had lived in China until coming to graduate school
in Canada. The unrelated prime-target pair for the word targets
were created by re-pairing the primes and targets being used to
create the unrelated condition for that participant. Hence, the
unrelated primes consisted of English words which were transla-
tion equivalents of different words in the unrelated condition
(e.g., game-#1%£, bush-JiE#K). This procedure necessitated the
creation of two counterbalancing lists to ensure that each target
would be primed by its translation equivalent in one list, and
an unrelated word in the other list. Each participant received
only one list. Words and nonwords were matched on stroke
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count. Mean ratings for stroke count and log frequency for all
targets, as derived from the Chinese Lexicon Project (Tse et al.,
2017), as well as prime CELEX frequency (Baayen, Piepenbrock
& Gulikers, 1995) and length can be found in Table 1. The stimuli
used in Experiment 1 can be found in Appendix A.

Apparatus

Stimuli were presented on an LG Flatron W2242TQ-BF LCD
monitor with a refresh rate of approximately 60 Hz. Recording
of response latencies and accuracies was done using DMDX soft-
ware (Forster & Forster, 2003).

Procedure

Information about participant background was obtained, and
then participants completed a questionnaire to assess self-
reported level of proficiency in English and the contexts in
which participants used and acquired English. As noted, all par-
ticipants completed both the LDT (Experiment 1), and the SCT
(Experiment 2 — the details of which will be presented subse-
quently). Half of the participants completed the LDT first, and
half completed the SCT first. Depending on experimenter native
language, verbal instructions were either given in English or in
Chinese. Letters of information, consent, and questionnaires
were in English. The instructions for each experiment were exclu-
sively written in simplified Chinese script.

For Experiment 1, participants were instructed to decide
whether each target was a Chinese word or nonword as quickly
and as accurately as possible, pressing the right shift key for a
word, or the left shift key for a nonword. Participants received
6 practice trials before beginning the experiment. The experiment
itself consisted of a single block of 200 trials, with each trial begin-
ning with a forward mask (############) for 500 ms, followed by
the prime for 50 ms, then a backward mask (&&&&&&&&&&&&)
for 150 ms, and finally the target to which they had to respond. The
purpose of using a backward mask for 150 ms was to replicate the
procedure used by Finkbeiner et al. (2004). All masks and primes
were presented in 14-point Courier New font, while the Chinese
targets were presented in 14-point DengXian font.

Measures: Background information questionnaire

This questionnaire was used to collect basic demographic infor-
mation, including age, gender, whether the participant was born
in Canada or came from abroad, IELTS score, as well as the num-
ber of years that the participant had been living in Canada.

Measures: Language experience questionnaire (LEQ)

This questionnaire was largely based on the Language Experience
and Proficiency Questionnaire (LEAP-Q; Marian, Blumenfeld &
Kaushanskaya, 2007), which is a self-assessment measure involv-
ing several variables. The LEAP-Q measures language exposure
across several domains. First, participants indicate their native
country, native language, and their second language, and then
indicate at what age they moved to Canada if Canada was not
their native country. Afterwards, participants indicate the order
in which they learned their languages, and order the languages
they know from their most proficient to their least proficient.
Participants are then asked about their use of English and
Chinese in different environments and social contexts.
Participants give estimates for the percentage of time that they
used English and Chinese at home, at school, and in other social
settings, and then rate their language proficiency in four domains:
speaking, understanding, reading, and writing, in both English
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Table 1. Means and Standard Deviations for Prime CELEX, Prime Length, Target
Log-Transformed Google Frequency, and Target Stroke Count for Words,
Experiments 1 & 2.

Experiment
LDT SCT
Factor M SD M SD
Prime CELEX 36.30 121.98 30.74 68.51
Prime Length 5.81 141 5.76 2.07
Target Google Frequency 5.84 0.55 5.45 0.41
Target Stroke Count 22.57 6.90 22.33 7.09

Note: LDT = Lexical Decision Task; SCT = Semantic Categorization Task.

and Chinese, on a 10-point scale, ranging from 1 (very little pro-
ficiency in the language) to 10 (highly proficient in the language).
The questionnaire takes approximately 5 minutes to complete,
and consists of 21 questions. The self-reported proficiency mea-
sures were found to correlate reasonably well with scores from
the International English Language Testing System (IELTS), (for
self-rated reading, r(82) =.42, p <.0001, for writing, r(82)=.39,
p=.0002, for speaking, r(82)=.45, p<.0001, and for listening
proficiency in English, r(82) = .49, p <.0001), providing prelimin-
ary evidence that these predictors had good construct validity.
The mean values for the LEAP-Q for the participants in
Experiments 1 and 2 can be found in Table 2.

Measures: Expected priming impact (ExPrime)

One important goal of the present research was to design an
index, which we refer to as the Expected Priming Impact
(ExPrime) that will allow us to determine what factors affect the
mean priming effects in each task and, therefore, indicate which
factors affect access of lexical and semantic information associated
with L2 primes and L1 targets. While standardized measures of L2
proficiency such as the TOEIC have been shown to predict L2-L1
priming in lexical decision (e.g., Nakayama et al., 2016), such a
measure is highly broad, which makes it impossible to determine
whether L2-L1 priming is affected mainly by certain specific
domains of L2 competency (e.g., reading) or by general L2 profi-
ciency. Our approach to addressing this issue was to derive a set of
weights for the individual difference factors we measured using
linear modeling, and then to use those weights to compute a com-
posite measure that can be used to predict the priming effect size.
This goal can be accomplished by using a standard multiple
regression procedure. However, using standard multiple regres-
sion runs into the problem of overfitting the data, and not provid-
ing a reliable predictive measure that can generalize to new data.
Further, the inclusion of large numbers of factors in an analysis,
as we have done here, can also increase the risk of overfitting the
data. The objective here was to derive, for each task, a set of fac-
tors, which we refer to as ExPrime, that predict L2-L1 translation
priming effect(s) without running into these problems.

One method for doing so is to regularize the linear models by
constraining the coefficient estimates of predictors to make them
as small as possible, a process that discourages the model from fit-
ting overly complex patterns in the data. Another method for
addressing the issue of overfitting is by making sure that we
have extracted only the most relevant factors for predicting
L2-L1 priming. To accomplish both of these goals in the



Bilingualism: Language and Cognition

Table 2. Mean Language Experience Questionnaire Responses and IELTS scores
for the Participants in Experiments 1 & 2.

Factor M SD
PEH 9.10 13.69 (60)
PES 65.53 25.41 (90)
PEO 36.46 29.75 (100)
ER 7.17 2.14 (7)
EW 6.34 2.10 (7)
EL 7.30 2.28 (7)
ES 6.73 227 (7)
CR 9.25 1.71 (3)
cw 8.63 1.92 (5)
cL 9.46 1.51 (4)
cs 9.38 1.53 (3)
IELTS 6.02 2.14 (5)

Note: PEH = Percentage of time English is used at home; PES = Percentage of time

English is used at school; PEO = Percentage of time English is used in other social settings;
ER = Self-rated English reading proficiency; EW = Self-rated English writing proficiency;

EL = Self-rated English listening proficiency; ES = Self-rated English speaking proficiency;
CR = Self-rated Chinese reading proficiency; CW = Self-rated Chinese writing proficiency;
CL = Self-rated Chinese listening proficiency; CS = Self-rated Chinese speaking proficiency;
IELTS = International English Language Testing System.

computation of ExPrime, a series of three machine-learning mod-
els were used: a ridge regression model (Hoerl & Kennard, 1970;
Tikhonov, 1963), a lasso regression model (Tibshirani, 1996), and
an elastic net regression model (Zou & Hastie, 2005). Each of
these models is a regularized version of the standard linear (mul-
tiple) regression model while offering the advantage of constrain-
ing the model weights to reduce overfitting, and being robust
when dealing with the problem of multicollinearity (e.g., Duzan
& Shariff, 2015, Muhammad, Maria & Muhammad, 2013;
Oyeyemi, Ogunjobi & Folorunsho, 2015). The fitting was done
for the priming data for each task separately.

The computation of ExPrime involved using responses on the
LEAP-Q as predictors, and the mean priming effect for each partici-
pant as the dependent variable. All fitting was done using only the
priming effects from positive trials (i.e., words in Experiment 1,
exemplars in Experiment 2), although an examination of the rela-
tionship between ExPrime and priming effects for the nonexemplars
will be presented following Experiment 2. A full description of the
process of fitting these models is described in Appendix C.

Results

Data trimming

Data trimming was done in three steps for both the LDT and SCT.
First, any items or participants with an accuracy below 50% were
excluded from analyses. One item (0.50% of the total usable data),
and three participants (3.05% of the total usable data) were
excluded for this reason. Next, overall performance for partici-
pants and items was screened for multivariate outliers in
speed-accuracy space using a Mahalanobis distance statistic and
a p-value cut-off of .001 (Mahalanobis, 1936). Doing so elimi-
nated three participants (3.05% of the usable data), and three
items (1.41% of the usable data). This method was used to min-
imize the risk of the results being driven by specific items or par-
ticipants. Finally, after this screening, trials with latencies that
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were faster than 200 ms and slower than 2000 ms, or deviated
by more than three standard deviations from the participant’s
mean in that condition were removed (2.67% of the total data),
and errors were removed (5.79% of the total data), leaving
approximately 84% of the total usable data.

ExPrime coefficients

The coefficients for Experiment 1 ExPrime (M =189.78, SD =
27.84) scores can be found in Table 3. The largest positive
ExPrime predictors were self-rated listening and reading abilities
in English, and self-rated speaking and listening proficiency in
Chinese. Negatively associated predictors included self-reported
reading and writing abilities in Chinese.

Prime x ExPrime

The raw response times and errors were submitted to a general-
ized linear mixed effects model using the Ime4 package (Bates,
Maechler, Bolker & Walker, 2015) in R (R Core Team, 2017),
with subjects (SD = 47.68) and items (SD = 23.37) treated as ran-
dom effects (Baayen, Davidson & Bates, 2008), and prime type,
ExPrime score, prime and target frequency, and previous trial
RT were treated as fixed factors. Additional analyses were sub-
sequently conducted to verify whether the individual components
of ExPrime interacted with prime relatedness, and assess
the effects of translation uniqueness on translation priming
effects using data from the Wen and van Heuven (2017a)
English-Chinese translation norms." These supplementary ana-
lyses are found in Appendix D. The RT data were analyzed
using an Inverse Gaussian distribution, while error data were ana-
lyzed using a binomial distribution. Due to issues with model
convergence, no random slopes were included in these analyses.
A bound optimization by quadratic approximation (BOBYQA;
Powell, 2009) optimizer was used to ensure model convergence.
In selecting models, the Bayes information criterion (BIC) and
the Akaike information criterion (AIC; Akaike, 1973) were used
to select the model most consistent with the data, and, if possible,
minimized information loss. Finally, p-values for effects were
computed using a Kenward-Roger approximation of degrees of
freedom (Kenward & Roger, 1997; Luke, 2017) using the car pack-
age in R.

For RTs, the BIC and AIC both favored the following model:
RT ~ Prime x ExPrime + Previous ~ RT + Prime  Frequency +
Target Frequency + (1 || Participant) + (1 || Item). This model
(AIC=110336, BIC=110414) was favored over the model
which excluded all interaction terms (AIC=110345, BIC=
110423), and the model which included all interaction terms
(AIC=110337, BIC = 110443). In these analyses, the main effects
of ExPrime, f=13.62, SE=2.78, t(8583) =4.90, p <.0001, target
frequency, f=-97.18, SE=3.20, #(8583)=-30.39, p<.0001,
and previous trial RT were significant, §=23.89, SE=1.89,
£(8583) = 12.63, p <.0001. Overall, response latencies were shorter
for participants in Tertile 3 of the ExPrime scores (M =637 ms)
than they were in Tertiles 2 (M =674 ms) or Tertile 1 (M =658
ms), were significantly shorter for high-frequency targets (M=
638 ms) than they were for low-frequency targets (M =674 ms),
and were significantly shorter when the previous trial had a
shorter latency (M =611 ms) than when the previous trial had a
longer latency (M =701ms). Most importantly, the two-way

'We would like to thank an anonymous reviewer of the paper for raising the issue of
translation uniqueness effects. These analyses were performed as a result of that reviewer’s
comments.
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Table 3. ExPrime Coefficients for Experiment 1.

Predictive Factor ExPrime Coefficient Values

Chinese Spoken Proficiency 15.87
English Listening Proficiency 10.76
English Reading Proficiency 2.43
Chinese Listening Proficiency 2.17
English Writing Proficiency 0.46
Chinese Reading Proficiency —-1.69
Chinese Writing Proficiency —7.89

interaction between prime type and ExPrime was significant,
B=-10.35, SE=2.83, £(8583) = —3.66, p = .0003.”

The nature of the two-way interaction is shown in Figure 1.
Participants who reported higher listening and writing proficiency
in English, as well as higher speaking and listening proficiency,
but lower reading and writing proficiency in Chinese, produced
larger priming effects. When dividing participants into tertiles
by ExPrime score, the priming effect was larger in the top tertile
(21 ms) than it was in Tertile 2 (-4 ms) or Tertile 3 (0 ms).
A follow-up analysis was conducted on the ExPrime tertiles
to evaluate the priming effects in the three tertiles. These analyses
were computed using the phia package in R (De Rosario-
Martinez, 2015), which produces a ¥ value. The 21 ms priming
effect in Tertile 1 was significant, (1) =9.18, p =.0024, while
the 4 ms inhibition effect was nonsignificant in Tertile 2, Y (1) =
121, p=.27, and the Oms priming effect in Tertile 3 was
nonsignificant, x> < 1, p>.70. Further, an analysis of interaction
contrasts showed that the two-way interaction was significant
when comparing Tertiles 1 and 2, x*(1) =9.69, p=.0019, and
Tertiles 1 and 3, *(1) = 6.42, p = .011, but the two-way interaction
between Tertiles 2 and 3 was nonsignificant, x° < 1, p > .45. In the
error analysis, none of the main effects or interactions were
significant, all zs < 1.

Discussion

The purpose of Experiment 1 was to assess factors that contribute
to L2-L1 masked translation priming in an LDT. Results from
Experiment 1 have shown that facilitative L2-L1 translation prim-
ing effects were larger in the L2-L1 direction for individuals who
reported weaker reading and writing abilities in their L1. Such a
finding is similar to results reported in studies examining priming
in the L1-L2 direction by Nakayama, Sears, Hino and Lupker
(2013), who found that L1-L2 priming effects were larger when
participants had lower as compared to higher proficiency in their
L2. Additionally, larger translation priming effects were associated
with higher self-rated L2 listening, reading, and writing abilities.
The pattern of findings observed in Experiment 1 fit reasonably
well within the framework of Multilink (Dijkstra et al., 2019).
Multilink assumes that decisions are made when the activation of
representations surpasses a critical threshold, and also assumes
that different tasks emphasize different sources of information in

*When comparing participants’ ExPrime scores to the priming effect that participants
produced, the Pearson’s correlation between ExPrime and the participant’s priming effect
revealed a significant positive relationship, r(90) =.29, p =.006, indicating that, as the
main analysis indicates, larger ExPrime scores tended to be associated with larger priming
effect sizes.
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driving decisions. In an LDT, Multilink assumes that ‘word’ deci-
sions are made when the activity of lexical-orthographic represen-
tations surpass a threshold. Factors that influence the activity of
lexical-orthographic representations, such as the participants
orthographic knowledge in the prime and target languages may
thus have an important role in determining whether translation
priming is found in an LDT. For participants who are less skilled
or experienced with orthographic processing in the target language,
tasks that emphasize accessing orthographic lexical representations
to make decisions would be more burdensome for them. From the
perspective of Multilink, the resting-level activation of the target
would generally be lower for such participants, and there should
be greater opportunity for the prime to influence the processing
of the target, resulting in a priming effect.

To produce L2-L1 priming, it is also critical that participants
be reasonably familiarized and skilled with their L2 orthographic
system, as the knowledge and familiarity of word forms in L2,
reflected in measures of the participants’ reading and writing abil-
ities, would allow those primes to be effective. That is, without
this necessary knowledge of L2 word forms, the prime’s ability
to activate lexical-orthographic representations enough that the
activity will surpass its critical threshold during prime processing
is limited, reducing the effectiveness of the prime.

Before evaluating the predictors for the SCT, there is one issue
that should be commented on. Specifically, the RTs in Experiment
1 seemed to be relatively long for an LDT experiment. There
would appear to be a couple of possible reasons for the longer
latencies. The most obvious, and one that is consistent with the
prior discussion, is simply that these bilinguals were not particu-
larly proficient in their L1. Although this may have been the case,
the majority of participants had been living in Canada (after mov-
ing from China) for less than three years, and it would seem
unlikely that this sample of participants would have differed sub-
stantially in their L1 proficiency from participants in previous
studies. A more feasible possibility is that there was a speed-
accuracy trade-off in Experiment 1. Error rates to word targets
in Experiment 1 were generally low (2.22%), whereas other
LDT studies have reported error rates for words between 5-6%
(e.g., Finkbeiner et al., 2004, Experiments 4a and 4b). It is pos-
sible, then, that at least part of the reason for the longer latencies
here is that our participants were being a bit more careful and,
hence, sacrificing a bit of speed in order to perform the task
more accurately. However, there are several reasons to believe
that the impact of any speed-accuracy trade-off on our analysis
of the relationship between ExPrime and Priming would be min-
imal. First, while the error rates for word data were a bit lower
than in some experiments reported in the literature, these error
rates are within the range that has been reported in prior research
(e.g., Finkbeiner et al., 2004, Experiment 2; Grainger &
Frenck-Mestre, 1998). Hence, it does not appear that any speed/
accuracy trade-off was outside of the normal range of what is
found in these types of experiments. Second, the data cleaning
procedure used in Experiment 1 screened participants and
items for speed and accuracy on a multivariate basis, and any
such participants and items that were extreme speed-accuracy
outliers would have been removed prior to any analyses.

Experiment 2

As was noted previously, priming effects in the SCT tend to be
more reliable than those in the LDT. Further, as hypothesized,
the SCT may be affected by other factors than the LDT:
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Fig. 1. Response times as a function of prime and ExPrime tertile, Experiment 1. Error bars represent 95% confidence intervals.

potentially, factors more associated with semantic processing in
L2, such as the amount of time that participants use their L2 in
their daily lives, across different social environments. That is, it
is possible that participants who use their L2 at home, at school,
and in other social contexts more frequently would have more
opportunities to acquire a richer base of semantic knowledge
associated with their L2. The SCT, while still requiring L2 ortho-
graphic knowledge, should not place as much emphasis on that
knowledge as it does on the development of L2 semantic knowl-
edge, as obtained through the use of the language in naturalistic
social settings. Further, in the SCT, priming might be predicted
to be less dependent on the strong activation of L2 word represen-
tations, with the more important issue being how rapidly the
prime activates information about the category membership of
the target. These ideas were examined in Experiment 2.

Method

Participants
Participants were the 103 participants who had also participated
in Experiment 1.

Stimuli

Experiment 2 consisted of 200 trials across five blocks of 40 trials,
with 20 exemplars and 20 nonexemplars of a selected category in
each block. Five categories were used for the exemplars and
nonexemplars: mammals, insects, body parts, vegetables/fruits,

and clothing/accessories. Consistent with prior studies (e.g.,
Finkbeiner et al., 2004), each word appeared twice in the
experiment, appearing as an exemplar in one block, and as a
nonexemplar in another block. Nonexemplars in each block
were taken from the four other categories, with five nonexemplars
being taken from each category. Half of the exemplars and
nonexemplars in each block were preceded by a translation
prime, while the other half was preceded by an unrelated prime.
For both exemplars and nonexemplars, unrelated primes were
from a different semantic category than the target, however, not
from the exemplar category for the trial block. The order of blocks
was randomized across participants in a way that allowed each
category block to occur approximately equally often in the first,
second, third, fourth and fifth positions. None of the stimuli in
Experiment 1 were used in Experiment 2. The stimuli used in
Experiment 2 are shown in Appendix B.

Measures

The measures were identical to the measures used in Experiment 1.
The only difference between the experiments was that the ExPrime
measure was now based on the priming data from Experiment 2.

Procedure

Experiment 2 was completed in the same session as Experiment 1.
Participants were instructed to indicate whether each target was a
member of a target category specified at the beginning of the
block or not, as quickly and as accurately as possible, by pressing
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either the right shift key for exemplars or the left shift key for
nonexemplars. Participants initially received eight practice trials
before beginning the experiment, in which the target category
was weapons. After the practice trials, a new set of instructions
was presented, allowing the participants to take a break, and
informing them what the target category was going to be for
the next block. The order of trials within each block was rando-
mized. Participants completed five blocks of 40 stimuli and
were always given a break with a new set of instructions about
the new target category after the block. Upon completing both
the SCT and LDT, the participants were then debriefed and
dismissed.

Results

Data trimming

In the first phase of screening, two participants (2.02% of usable
data) and two items (1% of usable data), were excluded due to hav-
ing error rates that exceeded 50%. An additional participant (1.01%
of usable data) and five items (2.42% of usable data) were excluded
due to being extreme multivariate outliers in speed-accuracy space.
Finally, errors (4.39% of usable data), and latencies faster than
200ms or slower than 2000ms, or that deviated from the
participant’s mean in that condition by more than three standard
deviations (2.21% of usable data) were removed. In total, approxi-
mately 87% of the usable data was retained.

ExPrime coefficients

The coefficients for the model derived for Experiment 2’s
ExPrime scores (M =46.09, SD=36.08) can be found in
Table 4. The largest positive predictors of priming effects in the
SCT included self-reported L2 speaking and listening proficiency,
as well as the percentage of time that participants used English in
the school environment and in other social contexts. Negatively
associated with priming effects were self-reported reading, writ-
ing, and speaking proficiency in Chinese.

Prime x ExPrime analysis

Due to issues with convergence, random slopes were excluded
from these analyses, while retaining subjects (SD=52.02 for
exemplars, SD =51.89 for nonexemplars) and items (SD = 38.35
for exemplars, SD =29.95 for nonexemplars) as random effects.
The models also failed to converge using an inverse Gaussian dis-
tribution, so the data were analyzed using a Gamma distribution
with a BOBYQA optimizer (Powell, 2009). As with Experiment 1,
additional supplementary analyses were conducted, and can be
found in Appendix D. The relationship between prime type and
ExPrime is shown in Figure 2 for the exemplars. For the exem-
plars, the model favored by the AIC and BIC was as follows:
RT ~ Prime x ExPrime + Previous RT + Prime:Previous RT +
(1 || Participant) + (1 || Item). This model (AIC= 109660,
BIC = 109724) was favored over the model which included the
main effects of prime and target frequency and excluded all
interactions (AIC =109667, BIC=109730), and the model
which included all two-way interactions between prime and
ExPrime, prime and target frequency, and previous trial RT
(AIC =109663, BIC = 109755).

More specifically, in the RT analysis, there was a significant
effect of prime type, f=-14.87, SE=2.84, t(8326)=—5.23,
p <.0001. Targets preceded by a translation prime (M =690 ms)
produced faster latencies than targets preceded by a control
prime (M =704 ms), replicating the translation priming effect
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Table 4. ExPrime Coefficients for Experiment 2.

ExPrime Coefficient

Predictive Factor Values
English Speaking Proficiency 13.44
English Use at School (%) 3.84
English Listening Proficiency 2.24
Chinese Listening Proficiency 1.67
English Use Outside of School & Home (%) 0.50
Chinese Reading Proficiency —3.85
Chinese Speaking Proficiency -3.95
Chinese Writing Proficiency —3.95

found in prior research (e.g., Grainger & Frenck-Mestre, 1998).
A significant effect of previous trial RT was also observed, 8=
39.28, SE =3.38, t(8326) = 11.64, p <.0001. Targets that were pre-
ceded by a fast trial (M =638 ms) produced significantly shorter
latencies than targets that were preceded by a slower trial (M =
756 ms). Most importantly, there was a significant two-way inter-
action between ExPrime and prime type, f=—-9.47, SE=2.93,
t(8326) =—3.23, p=.0012, and prime and previous trial RT,
B=-1049, SE=3.79, t(8326)=-2.77, p=.006. Participants
who reported using English more frequently at school and in
other social contexts, participants who reported being more pro-
ficient at speaking English, and participants who had relatively
weaker reading, writing, and speaking proficiency in Chinese pro-
duced larger priming effects. An additional factor that predicted
larger priming effects was listening proficiency in both English
and Chinese. The priming effect was largest in the top tertile of
ExPrime scores (30ms), followed by Tertile 2 (14 ms), and
Tertile 3 (-4 ms). Additionally, the priming effect was larger on
trials that were preceded by a slower trial (18 ms) than it was
on trials that were preceded by a faster trial (9 ms).”

The simple main effects analysis (paralleling that used in
Experiment 1) revealed that the translation priming effect was
significant in Tertile 1, %*(1) = 114.01, p <.0001, and Tertile 2,
x*(1) =15.10, p=.0001, but not in Tertile 3, x> < 1. Interaction
contrasts revealed that the two-way interaction was significant
when comparing the priming effect in Tertiles 1 and 2, x*(1) =
25.31, p<.0001, Tertiles 1 and 3, x*(1) = 48.40, p <.0001, and
Tertiles 2 and 3, x*(1) = 8.82, p=.003. In analyzing the effects
of previous trial RT, simple main effects analyses revealed that
the translation priming effect approached significance when the
trial was preceded by a fast trial, x*(1) = 3.24, p=.07, and was sig-
nificant when the trial was preceded by a slow trial, }*(1) = 15.04,
p=.0001. However, the difference in priming effects between
trials preceded by a slow trial and a fast trial was only marginally
significant, x*(1) = 2.77, p =.10.

As noted previously, an attempt was made to use the ExPrime
values to predict priming effects in the nonexemplar data. In the
nonexemplar data, the AIC and BIC favored the following model:
RT ~ Prime + ExPrime + Previous ~ RT + Prime  Frequency +
Target Frequency + (1 || Participant) + (1 || Item). This model

*Once again, the Pearson’s correlation between ExPrime scores and the participants’
priming effects revealed a significant positive relationship, r(93) =.26, p = .011, indicating
that, as the main analysis indicates, larger ExPrime scores tended to be associated with
larger priming effect sizes.
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Fig. 2. Response times as a function of prime and s ExPrime tertile, Experiment 2 exemplars. Error bars represent 95% confidence intervals.

(AIC = 113372, BIC = 113436) over the model that included the
interactions (AIC = 113385, BIC = 113632). This model revealed
significant effects of ExPrime, f=19.46, SE=3.19, #(8696) =
6.10, p<.0001, and previous trial RT, f=31.20, SE=2.37,
£(8696) =13.19, p<.0001. A simple main effects comparison
found that latencies were longer in Tertile 1 (i.e., those individuals
who showed the largest priming effects in the exemplar data,
M=715ms) than they were in Tertile 2 (M =685 ms), x(1) =
83.88, p<.0001, and Tertile 3 (M =679 ms), x*(1) = 29.46,
p <.0001. The difference between Tertiles 2 and 3 was nonsigni-
ficant, %> < 1, p >.75. Latencies were also shorter for nonexemplar
trials that were preceded by a fast trial (M = 637 ms) than for slow
trials (M =748 ms). Critically, the priming effect was not signifi-
cant, nor was the interaction between prime and ExPrime, s < 1.
Those effects were, instead, limited to the exemplar data (see
Figure 3). In the error analysis, neither the effect of prime type,
nor the two-way interaction between prime type and ExPrime
were significant for exemplars, all ts < 1.16, ps > .25, or nonexem-
plars, all zs <1.52, ps>.12.

Discussion

Experiment 2 produced three notable findings. First, replicating prior
research on L2-L1 translation priming in semantic categorization
(e.g, Finkbeiner et al, 2004; Grainger & Frenck-Mestre, 1998;
Wang & Forster, 2010; Xia & Andrews, 2015), Experiment 2 pro-
duced a significant L2-L1 translation priming effect despite the

same participants producing a null priming effect in an LDT in
Experiment 1. Second, a priming effect was only found for words
that were exemplars of the target category. Finally, and most relevant
to the present discussion, the expectation was that there would be evi-
dence of a dissociation between the L2 skills and behaviors (and,
potentially, the L1 skills and behaviors) that would predict priming
effects in an LDT and an SCT. The results of Experiment 2 confirmed
this expectation, demonstrating that translation priming in semantic
categorization was associated with participants’ spoken proficiency of
English, and with the amount of time the participant used English in
their daily lives. These results stand in contrast to the results of
Experiment 1, where translation priming effects were related to par-
ticipants’ reading, writing, and listening proficiency in English.
Note also, however, that there was a parallel between
Experiments 1 and 2 in that L1 reading and writing proficiency
was a significant negative predictor of priming in both experiments.
The implication is simply that individuals less proficient in L1 are
better able to have their L1 processing primed by a translation
prime regardless of the L1 processing goal. A more complete over-
view of how these results could be accounted for is discussed below.

General discussion

The present research was an attempt to examine L2-L1 masked
translation priming effects to evaluate whether the skills and lin-
guistic behaviors most predictive of priming in lexical decision
and semantic categorization were different and, if so, to determine
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Fig. 3. Response times as a function of prime and ExPrime tertile, Experiment 2 nonexemplars. Error bars represent 95% confidence intervals.

whether the relevant specific skills and behaviors might be con-
sistent with various representational assumptions made by cur-
rent models of bilingual word processing - in particular,
Multilink (Dijkstra et al., 2019). This research produced the fol-
lowing results. First, Experiments 1 and 2 replicated results
from prior studies, producing a null overall priming effect in lex-
ical decision and a significant priming effect in semantic categor-
ization (e.g., Grainger & Frenck-Mestre, 1998). Second, both tasks
showed an interaction between prime and language proficiency, as
measured by the ExPrime score computed based on the associated
task. That is, it was possible to create ExPrime scores based on
various language skills which differed between tasks such that
participants with higher ExPrime scores in the relevant task pro-
duced larger priming effects than participants with lower ExPrime
scores. Finding that each set of ExPrime scores interacted with
priming in the associated task, then, provides good evidence
that the priming effects are sensitive to certain, and somewhat dif-
ferent, dimensions of L2 proficiency.

These results contribute to the evidence that L2-L1 priming in
the LDT is related to competency of participants in their L2 (e.g.,
Nakayama et al., 2016), as well as, for the first time, providing a
demonstration that priming in the SCT is as well. The more
important fact, however, is our demonstration that, while
domain-general L2 proficiency may play a role in driving transla-
tion priming, masked translation priming effects in LDTs and
SCTs are partially driven by different components of L2 knowl-
edge. Specifically, these results show that participants who are

skilled readers and writers in their L2, and who have good com-
prehension of their spoken L2, tend to produce larger translation
priming effects in LDTs, while participants who are more fluent
speakers and listeners, and who actively use their L2 more fre-
quently, tend to produce larger priming effects in SCTs.

Such findings appear to be accommodated by Multilink
(Dijkstra et al., 2019), which proposes a common, underlying lan-
guage processing system that, depending on the task that needs to
be performed, can use different criteria to make decisions during
processing. Multilink assumes that the general processing that
takes place in lexical decisions and semantic categorizations is
essentially the same. Both tasks must involve the activation of
orthographic and semantic codes during processing. Where the
tasks differ is in the code that is used by the task/decision sub-
system to make a decision. In lexical decision, the task/decision
subsystem is assumed to base word/nonword decisions on
whether activity within the lexical-orthographic representations
of the model surpass a critical threshold, while, in semantic cat-
egorization, exemplar/nonexemplar decisions are assumed to be
based on whether the activity of semantic representations (or, at
least, certain aspects of those semantic representations) surpass
a threshold. Such an explanation is capable of accounting for
why factors such as L2 reading and writing proficiency, which
may reflect the activation of representations within the
lexical-orthographic level of the word identification subsystem,
would be particularly important predictors of L2-L1 translation
priming in LDTs. For bilinguals who are highly skilled and
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familiarized with the orthographic system of their L2, the resting-
level activity of representations within their lexical-orthographic
system would be higher due to the greater frequency of use and
exposure to the L2 orthography. When a translation equivalent
is used as a prime in such circumstances, the prime is more effi-
cient at preactivating L1 representations, bringing the activity in
that system to critical threshold faster.

In semantic categorization, however, where decision-making is
largely based on semantic information, factors that would be
expected to affect the enrichment of L2 semantic representations
should affect how the prime influences semantic-level activity
during word processing. One such factor that would be expected
to influence semantic development is cultural immersion, or the
immersion of the L2 learner in an L2-dominant environment.
In terms of the L2 cultural immersion, more frequent use of the
L2 in social interactions likely reflects a greater degree of immer-
sion in the L2-dominant culture. Such immersion may have a
number of effects on L2 language processing. It may affect the fre-
quency with which the L2 learner is exposed to particular words,
or the frequency with which the L2 learner uses particular words,
and may also directly affect the learner’s understanding of such
concepts in their L2. As prior research has shown that the influ-
ence of cultural immersion on L2 conceptual development is not
simply measured by overall L2 proficiency (e.g., Malt & Sloman,
2003), it follows, therefore, that L2-L1 priming in Experiment 2
would, instead, likely be better predicted by the amount of time
that L2 learners used their L2, as that factor is more likely to reflect
the impact of cultural immersion on conceptual development.

Broadly speaking, while this account accommodates the pre-
sent findings, there may be other factors that contribute to the dif-
ferences observed between L2-L1 translation priming effects in
SCTs and LDTs. One potential source for these differences may
stem from the nature of the task setup and the composition of
stimuli in each task. In semantic categorization, participants are
informed what the target category will be (e.g., mammal, insect,
body part, clothing, fruit/vegetable) prior to beginning the
experiment. Because participants are only responding positively
to an extremely limited set of possible words, participants may
strategically generate some of the exemplars of the target category.
In doing so, the translation equivalents of these exemplars would
become activated due to the parallel nature of language activation.
A similar interpretation has also been given by Xia and Andrews
(2015), who argued that the instructions in an SCT provide a cue
which results in semantic features that are relevant to the category
becoming activated above baseline, facilitating retrieval and
decision-making processes for category members. Prior to even
the first trial, then, many of the exemplars that participants
respond to in the task, as well as category-relevant semantic
features, will already be activated above their baseline activation
levels. To the extent that a participant exploits such a strategy,
larger priming effects would be expected in an SCT. Evidence
consistent with this idea can be seen in Experiment 2, in which
priming effects were only found on exemplar trials. Such results
may suggest that translation priming effects are affected by
differences in how the task activates concepts, and aspects of
the verification process involved in the task.

In contrast, in lexical decision, participants only know that tar-
gets will be either words or nonwords. Unlike the SCT, the
instructions in an LDT do not provide any information about
what kind of words the participant can expect to respond to.
The number of possible targets that would require a “yes”
response is far greater than in an SCT, and retrieving a set of
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words that one can anticipate encountering in the task is no
longer an effective strategy. As such, the setup and instructions
of an LDT do not provide any useful cues to preactivate the repre-
sentations of a word target, and the priming effect may be smaller
as a consequence.

Challenges

Before concluding, it may be useful to consider how the present
research can be fruitfully extended. First, the precision and accur-
acy of the ExPrime measures are only as good as the factors that
they were composed of. There may be factors that were not con-
sidered here that would help build a better representation of
ExPrime in the two tasks (in the sense of better understanding
the driving factors in translation priming in the tasks). For
example, the role of receptive and productive vocabulary size in
translation priming is currently not well understood, and was
not measured here. Potentially, it could be a measure that
might contribute to ExPrime in either task. Further, a recent
meta-analysis conducted by Wen and van Heuven (2017b) has
shown that one of the most important moderators of L2-L1 trans-
lation priming effect sizes in lexical decision is the number of
items per cell. Specifically, a larger number of items per cell
(e.g., 80 items per cell) has generally been associated with larger
L2-L1 priming effects in that task (e.g, Luo et al, 2013;
Schoonbaert, Holcomb, Grainger & Hartsuiker, 2011). For com-
parison, Experiment 1 in the present research used only 50
items per cell. It is unclear, of course, what it is about having
large numbers of items per cell that might affect processing in
this task. However, discovering why the number of items per cell
has an impact, as well as discovering a more comprehensive set
of factors that contribute to translation priming, should allow
for a refinement of the crucial factors in the ExPrime measures.

Second, it should be noted that the computation of ExPrime in
the present research largely was based on self-report measures.
Therefore, the estimates that were used to make predictions
about L2-L1 translation priming effects relied on the accuracy
of self-assessments of L2 proficiency. It would be useful if future
research could use more objective measures of L2 proficiency and
vocabulary knowledge (e.g., LexTALE - Lemhofer & Broersma,
2012; the Nelson-Denny Reading Test — Brown, Fishco &
Hanna, 1993; the individual components of IELTS, TOEIC, or
TOEFL). Alternatively, it may also be useful to compare different
types of measures, self-report or standardized, on how predictive
they are of translation priming effects. Additionally, there were
several measures that were not considered in the present experi-
ments that may have been valuable to consider. These include
the number of years that the participant had been speaking
their L2, the age at which their formal L2 instruction began,
and the age of acquisition of their L2. In future research, such
measures will be considered to create a more thorough profile
of participant L2 use and proficiency.

Finally, it will be useful to extend this research beyond the
Chinese-English bilinguals examined here to involve different
scripts, languages, and orthographies, such as Hebrew, Korean,
or Japanese. Such orthographies are nonalphabetic and have
tended to produce the interaction between translation priming
and the two tasks used here when the L2 is an alphabetic lan-
guage. The use of ExPrime in the present research thus represents
only the first step towards developing a more sophisticated under-
standing of the factors that contribute to translation priming, and
how those factors differ across different tasks.
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Conclusions

The present experiments were an attempt to better understand the
apparent task-specific nature of the masked translation priming
effect that has been reported in prior studies (e.g., Finkbeiner
et al, 2004; Gollan et al, 1997; Grainger & Frenck-Mestre,
1998; Jiang & Forster, 2001). More specifically, the present
research investigated the question of how masked translation
priming effects are affected by the interaction between these task-
specific demands and participant L2 skills and usage patterns. To
that end, a machine-learning algorithm was used in an effort to
understand how L2 skills and usage patterns contribute to masked
translation priming in two different tasks. The relevant analyses
have shown evidence that the factors that contribute to the ability
of translation primes to activate the relevant representations of
their targets are reasonably task-specific. In lexical decision, prim-
ing effects were larger for participants who reported having better
speaking, reading, and writing abilities in English, and relatively
weaker reading and writing abilities in Chinese. In semantic cat-
egorization, participants who reported using English more fre-
quently in daily living, participants who reported being more
proficient at speaking English, and those who had relatively
weaker reading, writing, and speaking proficiency in Chinese
showed larger priming effects.

In general, there are two important implications of these experi-
ments. First, these experiments highlight how a single, underlying
word processing system can flexibly account for the different pat-
terns of findings observed in the masked translation priming litera-
ture. These experiments support the notion that the performance of
the underlying word processing system is fine-tuned by how task
demands place greater emphasis on specific sources of information
during word processing, and how certain participant variables
influence the processing of this information. Ultimately, the present
research suggests that the apparently inconsistent findings observed
in the masked translation priming literature can be reconciled by
such an account. Second, the present research represents an
important step towards developing a large-scale, data-driven
approach to understanding how bilingual memory processes influ-
ence the process of visual word recognition, and how those pro-
cesses vary as a function of task demands. Future research will
hopefully allow for the creation of more comprehensive data-driven
tools, leading to a more sophisticated understanding of how second
language acquisition affects the development of lexical and concep-
tual memory for words in both L1 and L2.
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Appendix A Materials used in Experiment 1

Appendix A
Translation Prime Control Prime Target
Advice heron B
border table 8
chance safety hIRS
Dance bicycle SRR
government Energy B
Land soldier ey
parrot pocket 2R
Quail rope W55
secret campaign T
theory legend ik
Beach bottle T
candle dive iy
college lane =40
energy government AEYE
Hotel problem i e
minute captain b
poetry carpet L
Road college b
Steam vulture R
Vote window L
Beard coffee iSRS
captain minute B
comedy reward =
Forest bridge FCYIN
Idea country &
mirror lunch B
Post handsome i =5
Rope quail HT
sunset luck A7
vulture steam ol
Album traffic iR
Bottle sand T
cliff game B
discussion clown i
Guitar career = fl
legend theory A
pencil bacon 2
record metal g
Sink camera KA

(Continued)
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Appendix A (Continued.)

Appendix A (Continued.)

Mark J. McPhedran and Stephen J. Lupker

Translation Prime Control Prime Target Translation Prime Control Prime Target
Ticket piano =R camera sink AHAL
author penguin == coffee beard Wk
bridge forest g Dollar puppet £TT
Clock beer N Heron advice =
Dive candle K Metal record &8
handsome post JiR pocket parrot 4%
Luck sunset Z5 reward comedy 2 Jih
penguin author kel sponge reptile 4
reptile sponge L turkey toilet KA
Skate swan K carpet poetry HoEE
Toilet turkey i Ft customer whistle i
Beer clock LY Glass bill B
Car instinct AT kitchen health J&3
computer season GEin neighborhood voice AR E
Friend wall lilibe puppet dollar AAH
instinct car B season computer FAT
morning business LS Tape bank Jiz
problem hotel i) window vote Gl
Safety chance G4
Swan skate R
el fend AL Appendix B Materials used in Experiment 2
bicycle dance B
career guitar k= 4|2
Appendix B

country idea %
Game Cliff etk Translation Prime Control Prime Target
Juice profit Bt Bat sweater Ml
Music research s camel centipede I%IE
Profit juice FlE Cow watermelon ES
Salt doctor T Fox fly AR
Table border P aa Goat shoulder il &
whistle customer 14— hedgehog moth i
Bacon pencil R hippopotamus beetle o
business morning [ENI% kangaroo lemon N
Clown discussion A lion locust Wiy
doctor salt B monkey throat ¥
Health kitchen fidt mouse tooth EA
Lunch mirror -4 orangutan nose PR
Piano ticket AR EE panda eye RESM
research music 5L rabbit scarf BT
soldier land EIN rhino tie B4
traffic album i seal coat 5
Bank tape BT squirrel wasp AR
Bill glass ER tiger banana ZR

(Continued) (Continued)
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Appendix B (Continued.) Appendix B (Continued.)
Translation Prime Control Prime Target Translation Prime Control Prime Target
whale cicada figg ff1 watermelon cow i
zebra plum P apron apple [ %6
ant chest LTS belt dragonfly [y
bee blouse g blouse bee wiz
beetle hippopotamus Ry boots thumb ¥
butterfly cherry U bra skin ik =2
caterpillar lips Fdu coat seal ¥ 3
centipede camel LEVN crown cucumber EE
cicada whale L) eyeglasses earwig R4
cockroach olive IRE IR gloves grasshopper FE
cricket onion PR o hat grape -
dragonfly belt It It necklace flea Tk
earwig eyeglasses g pyjamas celery Al
flea necklace Bk sandals back UL
fly fox Tl scarf rabbit ]
grasshopper gloves e i shoes ear EE
locust lion B8 skirt skull KR
louse mushroom K E slippers mantis b
mantis slippers Ut socks finger T
mosquito pear e ey sweater bat EBR
moth hedgehog 233 tie rhino EIGite
wasp squirrel g arm tomato %
apple apron AR back sandals i
banana tiger FHHE chest ant ki
beet muscle 73 chin corn HE
celery pyjamas 2 ear shoes H
cherry butterfly PEBE eye panda AR
corn chin EPS finger socks Fia
cucumber crown I heart strawberry o E
grape hat i lips caterpillar W)=
lemon kangaroo iR liver pineapple FAE
lettuce pancreas AR muscle beet LA
mushroom louse ES 3 nose orangutan B
olive cockroach R shoulder goat =1
onion cricket VA skin bra Je Rk
orange stomach Br skull skirt SkH
pear mosquito (e stomach orange li78=1
pineapple liver b2 throat monkey LRYA
plum zebra %7 thumb boots Ei5ZiE]
strawberry heart Lx 3 tongue leopard &k
tomato arm i tooth mouse Fih

(Continued)
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Appendix C Computing ExPrime

To derive ExPrime, the predictors (i.e., English and Chinese reading, writing,
speaking, listening proficiency, and estimated use of English in the home, school,
and other environments) were first rescaled as standard scores, and the priming
effects were mean centered. The priming and predictor data were then split into
a training and testing set. The training set (approximately 80% of the dataset)
was used to fit the models to the priming data and tune the hyperparameters
of the models. Hyperparameters are parameters whose values are set before
the learning process begins, rather than being derived through training.
Tuning the hyperparameters of a model provides the benefit of minimizing
the cost function, while ensuring that the model is not overfitting the data.
The testing set was used to validate that the predictions of the model generalized
to new data. Once each model was fit on the training data, its predictions were
compared to actual priming effects and error rates, and both the mean squared
error (MSE) and the root mean squared error (RMSE) were computed.

To ensure that the models were not overfitting the data, the models were fur-
ther regularized by performing a randomized search to find the optimum com-
bination of hyperparameters using a specified subset of the hyperparameter space
for each model (Géron, 2017). This randomized search was then evaluated using
a k-fold cross-validation method. In a k-fold cross-validation method, the sample
of data is partitioned at random into k equal sized subsamples. One of these sub-
samples is then used as validation data, and the remaining subsamples are used as
training data. This process is iterative, in that each subsample is used as validation
data once. The cross-validation procedure used in the present research used 10
folds using this method. The fit of each iteration was evaluated using the negative
mean squared error (NMSE). The randomized search was carried out for five
thousand iterations per model. The set of hyperparameters which produced
the best fit for each of the three models were selected. Finally, the newly derived
models were validated on the testing set, and a set of coefficients was derived.

Once all three models were tuned, trained, and validated, a final k-fold
cross-validation was performed on each model using the testing dataset, and
the performance of each model for each iteration was scored using the
NMSE of the predictions. The RMSEs were then derived from this final
cross validation, and the mean and standard deviation of the RMSE for each
model was then computed. Using the mean and standard deviations of the
RMSE for each model allowed a comparison of how each model performed,
as well as the coefficient weights for each model. The mean and standard
deviations of the RMSE for each model for both experiments can be found
below.

Mean and Standard Deviations for the Residual Mean Squared Errors for
Each Model.

ExPrime was then computed using an ensemble method (e.g., Dietterich,
2000), in which the predictions of all three models were aggregated into a
single, final prediction. Ensemble regressors can often perform better than
any single regression model by capitalizing on the strengths of each model,
and compensating for the weaknesses of each model. For the purpose of
ExPrime, a simple averaging method was used, where the final coefficients
used to compute ExPrime reflected the weighted average of the coefficients
derived from the three models that were fit. The best-performing model
coefficients were weighted three times as much as those of the other two
models. Using these coefficients, ExPrime was computed by aggregating the
weighted sum of the predictor values from the ensemble measure for each
participant. Finally, for inclusion in the analyses, the ExPrime score was scaled
using a z-score method.

Model
Ridge Lasso Elastic Net
Experiment M SD M SD M SD
1 31.94 6.13 31.80 5.46 30.52 5.98
2 43.19 12.26 43.93 10.31 43.35 11.39

Mark J. McPhedran and Stephen J. Lupker

Appendix D Supplementary Analyses

Experiment 1 supplementary analyses

ExPrime component verification analyses

Analyses were performed to verify whether individual components of ExPrime
significantly interacted with prime relatedness when all other ExPrime compo-
nents were treated as covariates. The model structure was as follows: RT ~
Prime x ExPrime =~ Component 1+ ExPrime Component 2+ ExPrime
Component 3 + ExPrime Component 4 + ExPrime Component 5+ ExPrime
Component 6 + (1 || Participant) + (1 || Item). This analysis revealed signifi-
cant two-way interactions between prime and a) L2 reading ability, =
—2.76, SE=1.3, £(8584) = —2.12, p=.034, b) L2 listening ability, #=—5.62,
SE =245, t(8584)=-2.30, p=.022, c) L1 reading ability, #=-1.35, SE=
0.48, +(8584) = —2.85, p=.004, d) L1 speaking ability, 8= —10.06, SE =0.53,
t(8584) = —18.90, p <.0001, and e) L1 writing ability, f=-2.30, SE=0.95,
£(8584) = —2.42, p=.02, and as well as an interaction that approached signifi-
cance between prime and L2 writing ability, f=—2.62, SE=1.43, £(8584) =
—1.84, p=.066.

Translation uniqueness effects

One factor that was not initially considered is whether the results of
Experiment 1 were affected by the uniqueness of the translation pairs used.
That is, when selecting the stimuli for Experiment 1, we did not distinguish
between translation pairs in which the prime represented a) a unique transla-
tion of the target or b) one of a number of possible translations of the target. In
an attempt to address this issue, subsequent analyses were conducted to exam-
ine whether translation uniqueness might have affected the results.

Data about translation uniqueness was collected from Wen and van
Heuven’s (2017a) English-Chinese translation norms. It was found that 68
of the words used in Experiment 1 appeared in these norms, of which 24
were unique translation pairs. Thirty of these words had multiple translation
pairs with the translation used here being the most frequently-occurring
Chinese translation equivalent. Only 14 of these translation pairs did not
involve the most frequently-occurring Chinese translation equivalent. Of
these 14 pairs, one pair (i.e., bacon-J#Al) involved a more frequent translation
equivalent, but this translation equivalent was an English loanword (i.e., #1R,
or péigén in Pinyin). A uniqueness score was calculated by using the count
data from Wen and van Heuven’s norms. For example, a word such as bottle
has two translation equivalents in Chinese (Jfi T~ and Jffi). However, the two-
character translation equivalent had an observed count of 25, and the one-
character translation equivalent had an observed count of only one. The
uniqueness score for bottle-Jfii-f- was thus calculated as 96.15%. Overall, of
the 68 pairs used in Experiment 1 that appeared in these norms, the average
uniqueness score was 72% (SD = 32.65).

This uniqueness score was added as a covariate in follow-up analyses, using
only the stimuli that appeared in Wen and van Heuven’s (2017a) norms, these
analyses were conducted using prime, ExPrime, previous trial RT, uniqueness,
and prime and target frequency as fixed factors, and participant (SD =53.61)
and item (SD = 20.86) as random factors. The best fitting model was as follows:
RT ~ Prime x ExPrime + Previous RT + Prime:Previous RT + Uniqueness +
Prime Frequency + Target Frequency + (1 || Participant) + (1 || Item). This
model (AIC = 76823, BIC = 76896) was favored over the model that excluded
all interactions but retained prime frequency as a fixed effect (AIC = 76829,
BIC =76896), and the model which included the interaction term involving
uniqueness (AIC = 76825, BIC = 76905).

This follow-up analysis once again revealed a significant two-way in-
teraction between prime and ExPrime, = —8.35, SE =2.85, 1(5979) = —2.93,
p=.0034, and a two-way interaction between prime and previous trial RT,
B=-9.51, SE=3.09, t(5979) = —3.08, p=.0021. The priming effect was sig-
nificant in Tertile 1 (19 ms), ¥*(1) = 32.08, p <.0001, but was not significant
in Tertile 2 (=3 ms), XZ <1, p=.50, or Tertile 3 (0 ms), x2< 1, p=.81. The
priming effect was significantly larger in Tertile 1 than it was in Tertile 2,
x*(1) =21.11, p<.0001, and Tertile 3, x*(1) = 18.32, p<.0001. The priming
effect was significant when the trial was preceded by a slow trial (18 ms),
%*(1)=6.19, p=.013, but not when the trial was preceded by a fast trial
(=6 ms), x*(1) <1, p>.90. The difference in the priming effect for trials pre-
ceded by fast and slow trials was significant, x*(1) = 8.02, p =.005.
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Experiment 2 supplementary analyses

ExPrime component verification analyses

Analyses were conducted to verify whether the individual components of
ExPrime significantly interacted with prime relatedness by assessing the two-
way interaction between prime and an ExPrime component while treating all
other components as covariates. The model structure was as follows: RT ~
Prime x ExPrime  Component 1+ ExPrime Component 2+ ExPrime
Component 3 + ExPrime Component 4 + ExPrime Component 5 + ExPrime
Component 6 + (1 || Participant) + (1 || Item). This follow-up analysis revealed
significant two-way interactions between prime and a) spoken English profi-
ciency, f=5.67, SE =1.74, t(8323) = 3.26, p = .001, b) spoken English compre-
hension, f=15.95, SE=1.65, t(8323)=9.67, p<.0001, c) use of English at
school, f=9.41, SE=1.94, t(8323) = 4.86, p <.0001, d) Chinese writing profi-
ciency, =31.82, SE =3.92, t(8323) =8.12, p <.0001, e) spoken Chinese profi-
ciency, f=17.50, SE =2.14, t(8323) =8.18, p <.0001, and f) spoken Chinese
comprehension, 8 =19.43, SE = 3.06, t(8323) = 6.35, p <.0001.

Translation uniqueness effects

It was found that 58 of the words used in Experiment 2 appeared in the Wen
and Van Heuven (2017a) norms, of which 38 involved a unique translation
pair. Fourteen of these words had multiple translation pairs, but the most
frequently-occurring Chinese translation equivalent had been used in
Experiment 2. Only six of these trials did not use the most frequently-
occurring Chinese translation equivalent. The average uniqueness score for
these words was 87.15% (SD =24.10), indicating that the stimuli used in
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Experiment 2 largely reflected the most frequently used translation pairs
based on the information in the Chinese-English translation norms.

A generalized linear mixed-effects model was constructed using prime,
ExPrime, previous trial RT, uniqueness, and prime and target frequency as
fixed factors, and participant (SD =57.40) and item (SD=41.11) as random
factors. The model favored by the AIC and BIC criterion was as
follows: RT ~ Prime x ExPrime + Previous RT + Prime:Previous RT + Prime
Frequency + Target Frequency + (1 || Participant) + (1 || Item). This model
(AIC =65019, BIC =65084) provided a better fit to the data than the model
that excluded all interactions (AIC = 65027, BIC = 65092), the model which
included uniqueness as a covariate (AIC =65022, BIC=65100), and the
model which included the two-way interaction between prime and uniqueness
(AIC=65019, BIC=65104). This follow-up analysis once again found sig-
nificant two-way interactions between prime and ExPrime, f=-14.14,
SE=3.60, t(4913)=-3.92, p<.0001, and prime and previous trial RT,
B=-9.34, SE=4.49, t(4913)=-2.08, p=.038. The priming effect was
significant in Tertile 1 (26 ms), xz(l) =36.2, p<.0001, and in Tertile 2 (16
ms), %*(1)=9.78, p=.0018, whereas an inhibitory effect that was observed
in Tertle 3 (—19ms) that was significant, %*(1)=9.71, p=.0018.
Additionally, the difference in priming effects were significant between
Tertiles 1 and 2, %*(1) = 3.84, p = .05, Tertiles 1 and 3, x*(1) = 77.91, p <.0001,
and Tertiles 2 and 3, x*(1) = 30.08, p <.0001. The priming effect was signifi-
cant for trials preceded by a slow trial (16 ms), xz(l) =8.52, p=.0035, but
not when the trial was preceded by a fast trial (1 ms), r(1)<1, p>.50. The
difference observed in the priming effects between trials preceded by a slow
trial and a fast trial was also significant, x*(1) = 9.29, p =.0023.
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